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1.        Introduction. In-depth specification of investigated problem 
 

 Firstly, one should underline that, in this paper, evaluation of the economic-

financial attractiveness / potential of the Central and Eastern European countries 

is conducted only from the standpoint of opportunity to establish exports of 

banking and other luxurious services to these countries. After having discussed 

that with my Economics and Finance focused colleagues from the BA School of 

Business and Finance (Riga, Latvia), the authors of that idea have come up with a 

set of 43 annually measured social political, macroeconomic, and financial 

parameters, which, as for us, play the key role in detection of a country's 

economic-financial attractiveness (see [76] and given respective references). 

Evidently, the suggested set of parameters cannot be seen as the "full and 

absolute" set, which is enough and sufficient for evaluation of the customer 
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segment in the Central and Eastern European countries for exporting banking and 

other luxurious services there: quite possible that investment specialists as well as 

such people in the domains of financial services, social political estimations, etc. 

do not agree with the suggested selection of parameters, willing to suggest their 

own sets from a bigger amount of indicators (they can be found it databases of 

The World Bank and other comparable transnational organizations). 

Country's economic-financial potential is being defined by the values of 

different economic, social, ecological, scientific technical, politic, etc. criteria, 

which usually are mutually related and affected. Each of these criteria consists of 

non-uniform variety of economic, financial, social, political, legal, educational, 

scientific innovational, ecological, cultural, etc. factors; moreover, each of these 

factors can consist either of independent sub-factors, or of dependent sub-factors, 

which are called "indices", "indicators", or "parameter". For example, as it can be 

concluded from the listed sources [105] that the factor of the level of 

attractiveness for doing business in a country consists of the six independent 

indices; democracy factor also consists of six independent indices; global 

competitiveness factor consists of one index only (called Global Competitiveness 

Index); corruption level factor is detected by the range of one to nine indices, 

where part of them are dependent and part are independent; commercial structure 

and market relations development factor consists of no less than five indices, 

depending on the region where a country is located and on the evaluation methods 

that number can go up to seventeen; depending on the methodology, economic 

freedom factor can consist of seven to nine indices; global risk acknowledgement 

andconditions of doing business factor consists of six independent indices; 

depending on region where a country is located as well as on the methodology 

applied, ecology and ecological risk acknowledgement level factor consists of no 

less than 10 independent and dependent indexed; human development factor is 

defined by three dependent indices – literacy and education index, life expectancy 

index, and quality of life index, which, generally speaking, due to its importance 

is often considered as separate factor with many sub-factors being included into it; 

demographic factor is characterized by one to five independent and dependent 

indices; economic development level factor can consist of up to twenty factors 

most of what are dependent, etc.  

Country's economic-financial potential should be considered as aggregate 

characteristics of the level of economic, social, political, and legal development of 

a country (see [15, 60-62, 85] and respective references given there). If, for 

example, attention is focused only on the level of countries economic 

development, that level includes two factors – country's economic resources and 

its economic performance [85]. Country's economic resources characterized by 

the total volume, structure, and quality represent all accumulated by it and 

disposed both inside the country and outside of it material values, scientific, 

intellectual, informational, and labor resources including also entrepreneurial 

capabilities and natural resources. Country's economic performance characterized 

by the total volume, structure, quality, and technical level of manufactured goods 

and services is made by Gross Domestic Product (GDP), Gross National Product 

(GNP), National Income (NI) as well as by the physical volumes of 
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manufacturing of selected kinds of goods, which do possess temporary strategic 

value in given circumstances.  

Currently, there are many principles, methods, and algorithms used for 

evaluation of economic-financial attractiveness / potential of a country. 

Developed in the framework of the decision making theory (see [9, 11, 12, 26, 31, 

35, 36, 77, 96, 100, 109] and respective references given there), statistical analysis 

(see the fundamental works [45, 82] and respective references given there, as well 

the articles [8, 54, 58]), expert evaluations (see [4, 7, 13, 18, 19, 24, 29, 30, 32-34, 

46, 48, 68, 70-72, 79, 80, 89, 95, 97, 98, 104, 110] and respective references given 

there), and on the evaluation of the mentioned mathematical disciplines, they have 

depths of different levels, different adequacies of application and complications. 

Number of such principles and methods exceeds 1000, therefore, it is nearly 

impossible to study them fundamentally and conduct comparative analysis while 

preparing one or two, or even more academic papers. Nevertheless, authors of this 

paper have conducted detailed analysis of themost popular out of these principles, 

methods, and algorithms (around 70: for example, method of sum of ranking 

differences, numerical scoring method, multivariatemeanmethods, "Pattern" 

method, multidimensional comparative analysis methods, different by level and 

complexity methods of deterministic and stochastic factor analysis, numerous 

methods of expert evaluation, etc.).The analysis conducted shows that none of 

them is in condition to detect which out of the indicators and indices are making 

sufficient impact in selected period or moment of time (and how influential that 

impact is?) on the economic-financial potential of a concrete country or a group of 

countries with more or less identical economic, technological, social, political, 

etc. conditions. Moreover, by these methods one cannot objectively and 

unconditionally detect how different / identical are the same indicators or indices 

in different countries, where values of the economic and financial potentials differ 

each from another dramatically or, alternatively, are very close. In other words, 

the analysis conducted by authors has shown that widely applied methods do not 

let objectively detect each economic, financial, social, etc. index / indicator's 

impact on the economic-financial attractiveness both in a moment of time and in a 

concrete country by a certain fixed set of diverse indices and indicators. That 

means, unconditional and objective division of the studied countries by their 

economic-financial attractiveness using these popular methods is impossible. Here 

we should note that, in the fundamental work [60], there is a much alike 

conclusion that contemporary methods of evaluation cannot be applied 

successfully for unconditional and objective division of countries with notably 

different level of development by a certain fixed set of diverse indices or 

indicators. As for us, the main reason behind the absence of relevant methods for 

unconditional and objective evaluation of economic-financial attractiveness of a 

country is subjectivity of methods applied for finding weighting coefficients of 

indices and indicators, which are not given a priori (shall we remind that a 

weighting coefficient of an index of an indicator reflects its relative importance in 

the aggregate evaluation; right from that standpoint, weighting coefficient of an 

index of an indicator is often called "importance coefficient"). Nevertheless, none 

of thepopular and widely used methods of evaluation of weighting coefficients of 
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indices/indicators/criteria (such as method of weighted sum, method of pointwise 

estimation, analytic hierarchy process, ranking method, its various modifications, 

principal component analysis, method of randomized consolidated indices, 

method of paired comparison sand, its various modifications, Churchman-Ackoff 

method, Fishburn method, etc.) carries no subjectivity in it. 

We are convinced that the above-mentioned subjectivity can be repaired as a 

problem, if there is a powerful apparatus of the inverse and ill-posed problems 

theory being used. It has been applied to various applied problems of 

mathematical physics: as for now, application of that apparatus to the economic 

and financial analysis, in particular – to the problem of evaluation of economic-

financial potential of a country, is just absent. 

In order to concretize the above-mentioned subjectivity in the popular 

approaches for finding weighting coefficients of indices / indicators / criteria, we 

have to look at the approaches, which have been based on expert judgments, 

briefly. In the application of the theory of expert evaluations, normally, feasible 

solution is taken on the ground of correlated experts' opinions (for instance, see 

[46, 80, 103, 104]), i.e. those experts' opinions in a commission, which do differ 

notably from the majority's views are being excluded (one should underline that 

opinions can be non-numerical; for instance, see [81, 102]). That happens, for 

instance, in some sports in their judgment systems; in the process of taking 

compromise decisions on economic and financial issues in businesses, where the 

decision maker (DM) agent is represented by groups (boards of directors, 

shareholders, etc.). It is evident that, following such approach towards taking 

acceptable decision (optimal decision cannot even be discussed in such context), 

when sharply contrasting expert evaluations and opinions are not taken into 

account, one can easily end up having a blurred final evaluation from a settled 

probe or expertise, where the extent of being blurred will not be measured in any 

way, and, moreover, its impact on the final verdict will not be studied. 

Consequently, such approach does not let minimize impact of blurred expert 

evaluations on the final DM decision. Moreover, there is one more notable 

weakness to mention – independently from the kind of approach, which is chosen 

to evaluate an expertise (is it based on correlated experts' opinions or not), it is 

emerging on the initial stage of an expertise procedure when members of an 

expert commission are being selected. Namely, somemembersofthegroupcan: 

 unintentionally poorly rate the object of an expertise due to the lack of 

qualifications; in that case, opinions of such experts, generally, are 

mutually independent and therefore are not correspondent; 

 intentionally poorly rate the object of an expertise targeting other goals, 

which are not obligatory connected with good execution of that expertise. 

Suchevaluationsnormallyarecorresponding.  

Even if we assume that a selected expert commission consists completely of 

highly qualified specialists with big experience, who are ideally objective and 

highly responsible, then the very parameters/indices, whose importance 

coefficients should be settled by that ideal expert commission, can depend on time 

for each country in its own way. Moreover, that dependence is not obligatory 

linear, so, therefore, relevant importance coefficients will also depend on time. 
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Actually, let the set ,}{ ,1

,1;,1,,

Kk

JjIikjix 


 where through , ,i j kx  the value of the -thk ),1( Kk   

parameter / index is represented for the -thj ),1( Jj   country for the -thi ),1( Ii   

year be selection of the unique key parameters / indices; K  stands for the number 

of all unique parameters / indices, which are measured annually; J  stands for 

number of countries whose financial attractiveness is studied; 1 startend YYI  

stand for number of years when the study is being conducted, starting from the 

startY  till the year endY  inclusively. Then, the relevant set Kk

JjIikjiwW ,1

,1;,1,, }{ 


  from 

the importance coefficients / parameters Kk

JjIikjix ,1

,1;,1,, }{ 


 can be introduced as one of 

the approaches, which are represented below: 

(A) ,,, constww kji   and then it means that all K  parameters / indices are 

absolutely equally important for all J countries for all the period of time 

 ;, endstart YY  

(B) ,,,, kjkji ww   and then it means on default that each parameter / index 

kjix ,,
 has its own importance, which is constant for all J  countries for 

the period of time  ;, endstart YY  

(C) ,,,, kjkji ww   and then it means on default that each parameter / index

, ,i j kx  can have different importance for each country, but for each of them 

it will not change for the entire period of time  ;, endstart YY  

(D) ,,,, kikji ww   and then it means on default that each parameter / index 

kjix ,,  can have different importance in different years, but for all J  

countries importance of parameters / indices stay the same;  

(E) ,∈ 1

,, kjiw  and then it means that for each of the J  studied countries the 

parameter / index kjix ,,  has its own importance, which stays unchanged 

only within the time of a year, but can take different value in a different 

year; 

(F)  ,,,,, tww kjikji   ,, endstarti YYYt   and then it means that, within the thi -  

),1( Ii   year, importance of the parameter / index kjix ,,  can change: 

illustrational example from Tab. 1 demonstrates quite possible dynamics 

of importance coefficient of a certain parameter / index (shall that be the 

3rd ,3,, jix  meaning, for instance GDP (Gross Domestic Product) for the 

period 2010-2012 in four countries (shall they be Latvia, Estonia, Albania, 

and Lithuania) whose financial attractiveness is being studied. 
 

 

We shall look at Tab. 1 briefly. In that table one can see that the parameter 

GDP, for instance, in January and August 2010, was the most important parameter 

/ index for Latvia, Estonia, and Lithuania, while, in April and May 2011, its 

importance in these countries had decreased by one position; further, in December 

2012, the GDP parameter had the fourth importance for Latvia and Albania 
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among all other parameters / indices, while its importance for Estonia and 

Lithuania was placed second, etc. 
 

 

Table 1. An illustrative example of dynamics of the significance coefficient of the GDP parameter 

in the period of 2010-2012 for the four countries assuming that the parameters are measured 

monthly: score 1 means the highest significance of the parameter; further down in descending 

order of significance 

 

 
 

Now, we are considering the above-mentioned approaches (A)-(F) of 

introduction of the importance coefficient of a measured parameter / index in 

rather more detail.  

The approach (A) is very widely applied not only in the economic and 

financial researches. Evidently, while choosing the approach (A) we can assume 

.1,, kjiw  Authors of that idea are sure that the approach (A) is eventually leading 

to blurred results, which risk to become the ground for mistaken decisions and 

false prediction (both overly optimistic and pessimistic): for example, it is not 

possible to suggest that the parameters CPI (Corruption Perceptions Index), QLI 

(Quality of Life Index), FDI (ForeignDirectInvestment) have identical importance 

both for a highly developed country (from the standpoint of its economic and 

social indicators) with its nearly inviolable tradition of democratic institutions (for 

instance, Germany, France, the US, etc.), and for a country, which has acquired 

independence recently and got on the way of democracy and development of 

market economy (for example, Serbia, Macedonia, Latvia, Lithuania, Estonia, 

Poland, Bulgaria, Albania, etc.), and for a country, which suffers civil war and 

where around 45% of the population are living for less 1 US dollar per day 

(Somalia). Just as it is not possible to consider that the school subjects of 

Mathematics, Physics, Dances, or Vocals are equally important for a student 

(who, for example, has 10, 10, 4, 4 points results in the relevant subjects by the 

10-point academic grading system), who is indented to enroll for the Oxford 

University Faculty of Mathematics programme, and for a student, who(relevant 

results: 4, 4, 10, 10), who is intended to pursue the career of a street signer after 

high school: according to the approach (A), all the listed school subjects have 

equal importance for both students, so they have equal aggregate result 

averaging 7. Summarizing the foregoing, we can consider the method (A) as the 
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ordinary averaging over the values of all parameters / indices on the aggregate of 

all arguments. 

The approach (B) is also very widely applied, and, again, not only in the 

economic and financial research. The use of that approach in case of introduction 

of the importance coefficients of parameters / indices is totally identical with the 

heuristic method WSM (weighted sum method) in the multi-objective linear 

programming: the WSM is the most widespread and long-term known as well as 

the most used up to now method, on whose ground lies the idea of linear 

convolution of all criteria to one only aggregate criterion represented by the sum 

of the criteria weighted by the coefficients of their own importance. Despite the 

attractiveness of the WSM (its attractiveness is mainly motivated by its cognitive 

simplicity) for many users in execution of calculations (as they do not want to get 

into the contemporary theory of decision taking due to some or to other reasons), 

there are notable weaknesses in it with some being unrepairable. Here we speak of 

the two major of its unrepairable weaknesses [84]. The matter of the first 

unrepairable weakness of the WSM (and, consequently, of the approach (B)) is in 

the correspondence of its criteria (parameters / indices in the approach (B)), which 

by, by its importance, is the same under any variations of the criteria (parameters / 

indices). In other words, in the WSM, quite real possibility of one criterion's 

importance's dependence from that of another is ignored fully, while such 

dependence is pretty often: for example, (see [83, 84]), choosing a summerhouse 

with some area for summer activities, a renter can assume that having a swimming 

pool in his summerhouse makes near location of a forest more important than near 

location of a lake or a river. While, in case if there is no swimming pool located in 

the territory of the summerhouse, near location of a lake or a river becomes more 

important than that of a forest. It is evident that in such simple, but quite real 

example one cannot assume that the importance of each of the two criteria is not 

changing and does not depends on from the value taken by the other criterion. The 

matter of the second unrepairable weakness of WSM is in the way how criteria 

(parameters / indices) }{ ix  are being given weighting coefficients }{ iw  without 

taking into account relevant minimal and maximal values of the criteria in case of 

many alternatives. That major and unrepairable weakness of WSM is called 

"intellectual mistake" in the work [25], and that cannot be repaired even applying 

a sensitivity analysis, i.e. detecting borders of the possible change of criteria, in 

whose limits the obtained solution stays unchanged. In the work [25], there is a 

new approach suggested, which is called "SMART" by the author. It, under some 

additional requirements, executes correct correspondence between importance 

coefficients and criteria (parameters / indices). Finally, we should also note one 

more important weakness of the WSM, which is represented in breaking of the 

Nash's axiom of independence of irrelevant alternatives (see [75] as well [64]); 

notably, if many alternatives get added (or, in contrast, get excluded) an a priori 

not the best alternative, then the solution of the problem of finding the best 

alternative can change. Nevertheless, the mentioned weakness can be avoided, if 

the arbitration model of Raiffa (see [86] as well [64]) is applied or if one uses the 

Kalai-Smorodinsky's axiom of monotonicity (see [50] as well [74]), etc. (see [50] 

as well [16, 20, 59, 91] and respective references given there) instead of the 
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Nash's axiom and side alternatives. Concluding the above-mentioned, one can 

consider that the approach (B) has, in addition to its evident advantages, some 

weaknesses, which can lead towards blurred results and recommendation. That 

should be taken into account firmly by those who apply the approach (B), as it can 

lead towards taking quite wrong decisions.  

The approaches (C) and (D) are the approaches of one range in the sense 

that both have the importance coefficients of each parameter / index being 

dependent from one more natural argument (in addition to the number of 

parameter / index itself) – either from the number of country (in case of the 

approach (C)), where the considered parameter / index describes its social 

political, macroeconomic, financial, etc. condition for the entire period of study, 

or from year (in case of the approach (D)), when the considered parameter / index 

was measured in all the countries whoseeconomic-financial attractiveness is being 

studied. The illustrational example analogical to the one represented in the 

Tab. 1for the approach (F), would have had a look of a table with horizontal 

monocoloured stripes (where each country-stripe has its own colour, and, actually, 

these colours can even be the same sometimes), and, in case of the approach (D), 

it would have a look of a table with vertical monocolouredstripes (each year-

column has its own colour, and sometimes the colours can be same, see Tab. 2): 

for example, the illustrational example from the Tab. 2 demonstrates one of 

possible situations with importance coefficient of one parameter / index (as in the 

Tab. 1, shall it be the GDP parameter again) for the period 2010-2012 in four 

countries (shall they be again Latvia, Albania, Estonia, and Lithuania), whose 

economic-financial attractiveness is being studied.  
 

Table 2. An illustrative example describing one of various situations concerning quite possible 

behaviour of the significance coefficient of the GDP parameter\index in the period of 2010-2012 

for the four countries assuming that the parameters\indicesare measured yearly: score 1 means the 

highest significance of the parameter\index; further down in descending order of significance. 

 

 
 

In the economic-financial studies (generally speaking, also in other applied 

social economic and social political domains), authors of this work have not 

encountered, which use the approaches (C) and (D): the only exclusion is 

represented by the fundamental work [60], which only has some indications and 

intention on integration of the importance coefficients according to the approaches 
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(C) and (D). Nevertheless, one should note that the ideas and approaches alike the 

approach (D) somehow or other in a clear or mutated form are being applied in the 

domain of online monitoring and diagnostics of dynamic technical (for instance, 

see [90, 92- 94]), especially in the domain of aerospace engineering (for instance, 

see [5, 6, 38, 40, 42, 112, 114] and respective references given there) and 

mechatronics (for instance, see [49, 52, 65, 66] and respective references given 

there). Concerning the approaches (E) and (F), authors do not know any work, 

where at least in texted format authors were speaking of introduction of such 

coefficients for criteria or parameters / indices. Most likely, possibility of 

introduction of importance coefficients for criteria and parameters / indices by the 

approaches (E) and (F) is discussed for the first time in this very work. In the 

context of the considered problem of detection of the economic-financial 

attractiveness/potential of a group of countries, the approach (F), as for our 

opinion, does consider all possible situations in relation to the dynamics of 

changeable parameters/indices and, therefore, it can be considered as the major 

approach, whose result can be called variety of full weighting coefficients or 

variety of full importance coefficients. Evidently, the approach (E) is coming out 

of the approach (F), assuming that measurements of the parameters / indices are 

conducted once per year (normally, by the end of it): in this case 1iY  for ,,1 Ii   

and, therefore, ,)1()( ,,,,,, kjikjikji wwtw   i.e. the method (F) goes into the method (E). 

So, after having discussed the above-mentioned six approaches of 

introduction of importance coefficients for parameters / indices, one can ask the 

following question: which one of them is the best, and which one – the worst? 

Evidently, the best one is the approach (F), which introduces the set of full 

importance coefficients. The approach (E), because it is covering different 

variants of the dynamics of parameters / indices, is quite close to the approach (F), 

but, in contrast to it, we now have an unstudied idea of finding importance 

coefficients through the approach (E). As it was already pointed, the approaches 

(C) and (D) are of one range, and, in this work, the importance coefficients of 

parameters / indices are introduced through one of them (D). Also evidently that 

the worst one is the approach (A), whose matter is in finding the arithmetical 

mean of parameters by all the arguments what these parameters depend from. In 

relation to the most popular and often used method (B), one can use the words of 

the quite well-known Soviet Union scientist Dr.Sc.Eng. Professor E.S.Ventsel 

(08.03.1907 – 15.04.2002): "...arbitrariness carried from one level to the other. 

...But manoeuvring with arbitrarily assigned weighting coefficients is called 

"science"! Intrinsically, there is no science here, and there is nothing to deceive 

ourselves..."(see [107] as well [63, 84]). 

In the current paper, introducing thew eighting coefficients of parameters/ 

indicesbytheapproach (D), we are studying the problem of evaluation of 

theeconomic-financial attractiveness of the sixteen countries of the Central and 

Eastern Europe by 43 of their annually measured social political, macroeconomic, 

and financial parameters / indices for the period between 2010 and 2016 

inclusively. The study has been conducted with the purpose of detection the best-

suited countries of these sixteen for exporting banking and other luxurious 
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services there. A it has already been pointed in the begging of this part of the 

article, the 43 parameters/indices have been selected from the standpoint of the 

goal settled by us from the big variety of data and factors, traditionally presented 

in The World Bank's and other comparable transnational organizations' studies. In 

the work, we have developed a mathematical model, which consists of the 

importance coefficients whose values are up for detection in addition to its two 

own unknown "interior" parameters introduced according to the approach (D). 

Thus, the developed model is an underdetermined parametric model, where one 

should find all the unknown parameters and the sought-for solution (that solution 

is the economic-financial attractiveness / potential of each of the sixteen studied 

Central and Eastern European countries) by the known numerical values of the 43 

parameters / indices for the 7 years period 2010-2016. In the work, the apparatus 

of the theory of inverse and ill-posed problems in finite-dimensional Hilbert 

spaces is applied for solving the developed parametric model. 

 

2.    Statement of the investigated problem and its mathematical model 

 

2.1. Verbal statement of the investigated problem, processing of source 

statistical data, and creating special types of matrices of parameters on 

the basis of processed statistical data  

  Formulating the concept of the studied problem in the generic way, during 

the period of I  years we rate the K  key parameters / indices (key social political 

indicators, macroeconomic performance results, and business environment 

factors) of the J  countries, and, moreover, it is assumed that in the -thi ),1( Ii   

year the -thk ),1( Kk   parameter / index of the -thj ),1( Jj   country is rated 

with one 
, , ,i j kx  integrally characterizing variety of factors, which indirectly or 

directly impactthe parameter / index 
, , .i j kx  It is required to: 

 detect the economic-financial attractiveness / potential of each of the J  

countries and range it by the aggregate of the found economic-financial 

potentials; 

 detect the "degree of favourability" and the "degree of succession" of each 

year Ii ,1  both by each of the K  parameters / indices and also their 

aggregate; 

 range the years themselves by the mentioned "degree of favourability" and 

the "degree of succession"; 

 detect impacts of the years'"degree of succession" on the economic-

financial potentials of the studied countries. 

The introduced terms of the "degree of favourability" and the "degree of 

succession" are key important for construction of such mathematical model, 

which would allow to execute objective evaluation of the economic-financial 

attractiveness / potential of a country, having the values of the parameters / 

indices }{ ,, kjix  for I  years for all the J  countries only and having not any other 

subjective judgments, suggestions, or probability predictions. The matter of these 
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two new terms is clear from their very names, while the necessity of their 

introduction is going to become clear from the following workings: 

 "degree of favourability" of a year is pointing on the weight / importance 

of the current year out of the I  by their final results; 

 under the term "final result" one means the economic-financial potential of 

a country, which is subjected to evaluation. 

Before we switch to the construction of a mathematical model of the above-

formulated problem, it is necessary to describe the prestarting procedure, where 

preparation of the initial statistic data is done Kk

JjIikjix ,1

,1;,1,, }{ 


 for applicability of 

those in the mathematical model as two-index values and for processing of the 

initial input data. 

In the first step of this prestarting procedure, the values of the parameters / 

indices taken from the resources listed in [2] should be input to the Tab. 3, whose 

work region (i.e. table data regions) is the matrix sourceP  of the size ),( JIK   

where the two-index element 
source

,bap ))(,1;,1( JIbKa   stands for the th-a ),1( Ka   

parameter / index for the th-i  ),1( Ii 
 
year in the th-1 







 


I

ib
),1),(mod( IiIib   

country. Evidently, by the given values of a  and b  (i.e. on the given cell reference 

of the Tab. 3) we can uniquely define number of parameter / index, number of 

year and number of country: for example, if the economic-financial potentials of 

16 countries are studied (i.e. J=16) by 43 parameters / indices (i.e. K=43) in the 

period between 2010 and 2016 inclusively (i.e. I=7), then in the relevant matrix 
sourceP  of the size 

167

11243×  the element 
source

17,3p  represents the value of the third 

parameter / index (i.e. k=3) for theyear 2012 (i.e. i=3) in the country numbered as 

3 (i.e. j=3); the element 
source

42,42p  stands for the 42
nd

 parameter / index (i.e. k=42) for 

2016 (i.e. i=7) in the country numbered 6 (i.e. j=6); etc. 

 
 

Table 3. Initial table of source statistical data 
 

 
 

 

Making an important comment, among the values of parameters / indices, 

there can be zero and negative numbers, and, then,like it happens in the zero-sum 

matrix games, the payoff array is transformed to the matrix with only positive 

elements; so, our current matrix sourceP  can be transformed in a same way, using, 
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for example, the linear transformation 

 

1}{minˆ source

,

,1

,1

source

,

source

, 




mn

JIn

Kn
baba ppp

 

for

Ka ,1  and .)(,1 JIb   Evidently, from the standpoint of mathematics, the 

initial and the transformed sets of statistical data are absolutely equivalent and, 

therefore,all the statistical conclusions in relation to the old }{ source

,bap  and new 

}ˆ{ source

,bap  values are the same. Therefore, also further, without loss of generality we 

will keep assuming that source

, 0a bp   for ).)(,1;,1( JIbKa   

Continuing the description of the steps of the preparation procedure. In the 

second step of the prestarting procedure, scaling (in case of need) and 

standardization of the matrix 
sourceP   happen. Let's consider the scaling stage. If the 

matter of a parameter / index is such that its bigger value leads towards lesser 

attractiveness for exports of banking and other luxurious services to a country 

(let's call that parameter / index inverse), then it is necessary to conduct 

homological scaling of that parameter / index in order to get rid of the indicated 

inverse proportionality. As the result of application of homological scaling, we are 

getting the new matrix scaledP  of the size ),( JIK  which differs from the matrix 
sourceP  only by the fact that in some lines (in those which do not correspond with 

the inverse parameters / indices) of the matrix scaledP  all the elements have scaled 

values. 

Now, let's consider the standardization stage. For the realization of it one 

can use of the approaches, which are disclosed in the fundamental books [1, 22, 

37, 88]. Below we are listing just three of them, noting with no further 

clarifications that the choice what we made by picking up these three of them 

from many available is not a random. 

Standardization approach 1. For standardization of the elements of the 

matrix scaledP  we can apply the following linear transformation: elements -tha

),1( Ka   of the lines of the matrix scaledP  are transformed by the formula

 
 

  ),,1;,1;,1(,11,

,

scaled

11,edstandardiz&scaled

11, JjIiKa
p

p jIiaa

ia

jIiaa

jIiaa 


 



   where the 

value    }{inf}{sup scaled

11,
,1

scaled

11,
,1

, 





 mIiaa
Jm

mIiaa
Jm

ia pp  stands for a jump of the -tha  

parameter / index in the -thi  year on aggregate of all the J  countries, while the 

value  
 

10,
,

scaled

11,,

11, 







 





ia

jIiaaia

jIiaa

p
 stands for the fluctuation of 

the -tha  parameter / index in the th-i in each of these J  countries. The use of that 

approach of standardization generates the new matrix edstandardiz&scaledP  of the size 

),( JIK   elements    JIb

Kabap




,1

,1

edstandardiz&scaled

,  definitely are in the segment ],1,[    

where 0 1.   
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Standardization approach 2. For standardization of the elements of the 

matrix scaledP  one can apply the following linear transformation: elements -tha

),1( Ka   of a line of the matrix scaledP  are transformed by the formula 

 

   

),,1;,1;,1(,
}{inf

,

scaled

11,
,1

scaled

11,
edstandardiz&scaled

11, JjIiKa
pp

p
ia

mIiaa
Jm

jIiaa

jIiaa 











 

where the value 
,a i  is calculated by the same formula as in the first approach to 

standardization and carries the same meaning. The use of the current approach 

generates the new matrix edstandardiz&scaledP  of the size ),( JIK   whose elements 

   JIb

Kabap




,1

,1

edstandardiz&scaled

,  are in the segment ].1,0[  

Standardization approach 3. For standardization of the elements of the 

matrix scaledP  one can use a popular approach, which is often called z-values or z-

scores: elements of the -tha ),1( Ka 
 
row of the matrix scaledP  are transformed in 

accordance to the formula ),)(,1;,1(,

scaled

,edstandardiz&scaled

, JIbKa
mp

p
a

aba

ba 





 where 

scaled

,

1

I J

a n

n
a

p

m
I J







and

JI

mp
JI

n

ana

a








1

2scaled

, )(

  stand for the mean value and the standard 

deviation of the -tha  parameter / index all over the J  countries and I  years, 

respectively. As the result of application of that approach, we are getting the new 

matrix edstandardiz&scaledP  of the size ).( JIK   

In conclusion of the second step of the preparation procedure, we would like 

to note the following: in the second standardization approach, unlike the case of 

the first one, the space-time fluctuations of the parameters / indices are not taken 

into account. From that standpoint, application of the first standardization 

approach, as for us, appears to be better idea than that of the second one. In 

relation to the third standardization approach, we should only add that due to 

many reasons it is notably less suited for application to the studied problem than 

the two others.  

The third and the last step of the preparation procedure is construction of the 

matrix of parameter for each of the K  parameters / indices: notably, the matrix of 

the th-k ),1( Kk   parameter / index is our matrix )(basic kP  of the size ,I J  where 

the element 
basic

,,,

basic )( kjiji pkp   standing for the value of the -thk ),1( Kk   parameter / 

index for the -thi ),1( Ii   year in the j-th ),1( Jj   country is calculated by the 

formula 
 

basic scaled&standardized

, , , 1
.i j k k i I j

p p
  

  

Thus, as the result of execution of the standardization procedure, we are 

getting exactly K  of the matrixes ),(basic kP  where each of them has the size of .I J  

Further, we will use only the matrixes ,,1),(basic KkkP   and when we speak of the 

input data, we assume these K  matrixes of parameters. 
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2.2.  Mathematical model of the stated problem 

In the current subsection, there is a mathematical model formulated in the 

subsection 2.1 of the problem being suggested. Detailed interpretation of all the 

variables and parameters, which are mentioned in the suggested mathematical 

model, lets understand the course of construction of this mathematical model as 

well as comprehend the goals of introduction of the variables and parameters, 

which do have place in the model. 

The suggested model gets the following form: 

  ,,1∀,∈)(,∈)(,∈),()()( 111 KkkYkXkYkPkX IJTbasic  





   (1) 

    ,,1∀,∈)(,∈)(,1,0∈,)(-)()( 1

∞
KkkRJUJUkRkYkY JIJ  

   (2) 

,,1∀,∈)(),()())(( 1basic KkkWkXkWkP IT  

  (3) 

,∈∈∈ 11 









 JaverageKKJaverageaverageaverage X,Z,P,X
J

I
ZP   (4) 

where 

 };,1∀0:),,,({ 21

1 niaaaaa i

T

n

n 

 
 
designation nmA ∈  means that 

A  is matrix of the size ,m n whose elements can be any real numbers; 

designation nmA 

∈  means that A  is matrix of the size ,m n  whose 

elements can be positive numbers only. 

 KkkP JI ,1,∈)(basic 

  
is matrix of the -thk  parameter / index, and for 

each of the K  parameters / indices it is the result of implementation of the 

prestarting procedure, which consists of the three steps; they are fully 

disclosed in the subsection 2.1.  

 KkkX J ,1,∈)( 1 

  
is column-vector, an element jkx )( ),1( Jj 

 
of which 

stands for the sought-for economic-financial attractiveness / potential of 

the -thj ),1( Jj   country by the -thk  parameter / index. 

 KkkY I ,1,∈)( 1 

  
is vector-column, whose element iky )(  stand for the 

sought-for "degree of favorability" of the -thi ),1( Ii 
 
year by the -thk  

parameter / index. 

   .)(max)(sup
,1,1

i
Ii

i
Ii

kykykY



  

 1∈)( 



nU 
 
is a constant vector-column, all elements of which are equal to 

1. In particular, we will use ),(IU ),(JU  etc. 

 KkkR JI ,1,∈)( 
 

is a matrix of residuals, whose element jikr ,)(

),1;,1( JjIi   is defined as ),1;,1(,)()()(

basic
,,

,

basic

, JjIikxkpkr j

p

jiji

kji




 and 

stands for the sought-for "degree of succession" of the -thi ),1( Ii   year in 

relation to the -thj ),1( Jj   country by the -thk  parameter / index. Then, 



Sh.E.GUSEYNOV et al.: EVALUATING ATTRACTIVENESS OF COUNTRIES 

 

 
181 

 

the -thi ),1( Ii   element of the vector-column ),()( JUkR  which is equal to 

,)()(
1

,

basic



J

j

jji kxkp  can be interpreted as sum evaluation, which is given 

by the -thi  year to all the J  countries depending on how the -thk  

parameter / index influenced the economic-financial attractiveness of each 

of the J  studied countries. Therefore, the vector-column )()( JUkR  can be 

interpreted doubly: as aggregate of the "degrees of succession" of years by 

the -thk  parameter / index, or as aggregate of the "degrees of consistency" 

of years by the -thk  parameter / index. Consequently, first of all, 

everywhere instead of "degree of succession" we can use "degree of 

consistency"; secondly, by the values of elements of all K  vector-columns 

)()( JUkR  we can detect "troublesome years" as well as "troublesome 

parameters / indices" for each of the J  studied countries, which are the 

reasons why a given country has low economic-financial attractiveness / 

potential from the standpoint of the possibility to establish exports of 

banking and other luxurious services there.  

 KkkW I ,1,∈)( 1 

   is vector-columns, whose element ikw )( ),1( Ii   

stands for the sought-for significance coefficient of the -thk  parameter / 

index in the -thi ),1( Ii 
 
year. As it was already mentioned in the section 1 

(see the approach (D)), in the current work, we suggest that each 

parameter / index )()( basicbasic

,,,

basic kPpkp kjiji   has its own weighting 

coefficient ),()( ,, kWwkw kjii   so we assume that each parameter / index 

can have different importance in different years, but for all the J countries 

they remain unchanged. 

 KJP 

∈average  is a matrix, whose element average

,kjp ),1;,1( KkJj   is defined 

as ),,1;,1(,))(())(( basicaverage

, KkJjkPIUp
jT

kj   where 
j

kP ))(( basic  is the 

-thj  column of the matrix  ).(basic kP
 
In other words, average

,

1
kjp

I
   stands for 

the averaged value of the -thk  parameter / index of the -thj  country by the 

aggregate of values what that parameter / index has over the period of I  

years. 

 1average ∈ 



JX 
 
is vector-column, whose element average

jx ),1( Jj   is defined as 

,)(
1

average 



K

k

jj kxx

 

i.e. an element average1
jx

J
  is an averaged value of the 

economic-financial attractiveness of the th-j country by the aggregate of 

all parameters / indices. 

 1∈ 



KZ   is a vector-column, whose element kz ),1( Kk   stands for the 

"coefficient of relative strengthening" of the importance of the th-k

),1( Kk   parameter / index from the standpoint of two factors: based on 
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the space-time aggregate (that is to say, by all the J  countries over all the

I  years) of the given values of the -thk ),1( Kk   parameter / index; based 

on the unknown values of the economic-financial attractiveness / potential 

of each of the J  countries over I  years. The concept developed by us, 

"coefficientof relative strengthening" of importance of a parameter / index 

perhaps is not a successful concept for application towards the problem 

studied in the current work: we have introduced that concept as an analogy 

for the concept of coefficient strengthening, which is used in the papers 

[92], [93]. Therefore, it is necessary to clarify the meaning and goal of 

introduction of that concept. Assuming that we have found

    ,)()(
,1

,1,1

Ki

IiiKi kwkW



  so the importance coefficients of all the K  

parameters / indices in each of the I  years are found, and these 

coefficients are the same for all the J  countries whose economic-financial 

attractiveness / potential is studied. Nevertheless, in reality, we cannot 

claim that: some parameter / index can appear as the most important in a 

selected year for one country, while for another the same parameter / index 

can have very little role in the very same year. For instance, we cannot 

claim that for two same class long-range strike fighter jets, whose full 

functionality depends, for example, from the qualitative condition of 

10000 key technical mechanisms and details, a selected mechanism (say, 

autopilot system) has the same degree of importance in a selected period 

of time, independently from the regime and circumstance where both jets 

of the same class happen to operate at that given period of time. Then, how 

can we claim that the same economic or political parameter / index for two 

different countries carries equal importance in a same year? Indeed, we 

can come up with many other examples in the domains of technics, 

sociology, finance, economics, ecology, etc. to illustrate the very same 

example. We cannot claim that in cases of monitoring and / or diagnostics 

of technical, social, financial, economic, ecological, or any other 

processes, phenomena, objects, or systems. While introducing importance 

of indicator through one of the (A)-(E) approaches, which are described in 

the introduction of the current paper, we are accepting the above-

mentioned mistaken assumption (corresponding with the introduction of 

importance coefficient according to the approach (D) or some other not 

fully correct assumptions on default. Since, in this paper, introduction of 

importance coefficient is done according to the approach (D), not 

according to the most adequate approach (F), whose application's result 

gives variety of full weighting coefficients, in order to differ individual 

strength of influence of each parameter / index for each country, 

considering the pattern of its aggregate economic-financial attractiveness / 

potential (the study is done with the purpose of establishing exports of 

banking or other luxurious services), we are introducing the vector-column 

KkkY I ,1,∈)( 1 

  as well as the matrix ,,1,∈)( KkkR JI   whose 

matter is already clarified above; also we introduce the vector-column 
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.∈ 1



KZ   The purpose of the Z  is in the partial compensation for absence 

of full information about the importance coefficientsof parameters / 

indices, that is to say, for absence of the full set of data 

].,[,)}({ ,1

,1,,1,, endstart

Kk

JjIikji YYttw 


 Element 

kz ),1( Kk   of the introduced 

vector-column ,Z  what we labeled as "coefficient of relative 

strengthening" of importance of the -thk ),1( Kk   parameter / index, can 

be interpreted as the weight of averaged weight (weight averaging happens 

only by years, as weights have same values by countries) of that -thk

),1( Kk   parameter / index under the condition of presence of information 

about the values of ,,1,)( Jjkx j   which means that there are values of the 

economic-financial attractiveness of all the J  countries by the -thk

),1( Kk   parameter / index. Consequently, vector-column 1∈ 



KZ   

consists of weights of the importance weights of all the parameters / 

indices, and that vector-column could not have been constructed without 

knowledge of the economic-financial attractiveness of the countries by all 

K  parameters / indices. 

 Controlled parameter 1∈   stands for the coefficient of proportionality 

of the sought-for economic-financial attractiveness / potential of each of 

the J  studies countries towards the weighted sum of parameters / indices of 

all the studied countries, i.e. towards the sum 

).())(()()( basic

1

,

basic kYkPkpky T
I

i

jii 


 Since the purpose of introduction of 

the controlled parameter   is in normalization of the evaluations 

,,1,)( Jjkx j 
 
it can be chosen selectively: for example, in the current 

paper, 16,J    which stands for the number of the studied countries. 

 Controlled parameter  0,1  stands for the coefficient of sensitivity of 

the sought-for "degree of succession" of a year (in other words, "degree of 

consistency" of a year) towards the sought-for "degree of favourability" of 

the same year. Under the condition of increase of the value of the 

parameter  , correlation between the economic-financial attractiveness / 

potential of a country and the values of parameters / indices of that country 

over period of I  years grows. Value of the parameter   can be chosen 

selectively from the range of  0,1 , obligatory respecting the I K  

conditions 0)( iky  for 1,i I   and 1, .k K   

Thus, in mathematical model (1)-(4), there are I J K   known data

  ,)(
,1

,1,,1,

basic Kk

JjIijikp



 so the goal is in finding  2 1I J K     of the unknown data 

  ,)(
,1

,1

Kk

Jjjkx



  ,)(

,1

,1

Kk

Iiiky



  ,)(

,1

,1

Kk

Iiikw


  
1,k k K

z


 by that known input data (we have 
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excluded controlled parameters   and   from the unknown, as their values are 

selected without actual use of the input data). 

Then, we briefly address the peculiarities of the structure of the suggested 

model (1)-(4), starting the consideration from the finite-dimensional operator 

equation of the first kind (4).  

On a peculiarity of (4). Equation (4) represents a system of linear algebraic 

equations with J  equations and K  sought-for variables, which are located in the 

left-hand side of the system. Since, in the current paper, ,J K  our system (4) is 

an underdetermined system. If we introduce the notations ,averagePA ,q Z

,averageX
J

I
f   then the equation (4) can be rewritten in the following common 

form: 

,Aq f                                                           (5) 

where, as a rule, the matrix A  and the vector f  are considered to be given input 

data, while q  is considered to be sought-for vector. 

Nevertheless, in the operator equation of the first kind (5) (that is to say, in 

the equation (4), which is written in the form (5)) the right-hand side f  also is an 

unknown, since .)(
,11

average

Jj

K

k

jkx
J

I
X

J

I
f

 






   Consequently, the right-hand 

side f  of the operator equation (5) will be known only after solving the equation 

(1), (2). 

On a peculiarity of (3). Equation (3) represents K  systems of linear 

algebraic equations, each of that contains J  equations and I  sought-for variables, 

which are located in the left-hand side. Since, in the current paper, ,J I  each 

system in (3) appears to be an overdetermined system. If we introduce the 

notations ,))(()( basic TkPkA  ),()( kWkq  ),(kXf  then each of these K  systems 

can also be rewritten in the form of an operator equation of the first kind (5): 

.,1),()()( KkkfkqkA 
                                           

(6) 

As in the case (4), the right-hand side )(kf  of each equation in (6) will be 

known only after solving the equation (1), (2). 

On a peculiarity of (1), (2). Under each fixed k  ),1( Kk   in the both 

operator equations (1) and (2), simultaneously there are different sets of the 

unknowns: the unknowns ),(})({
,1

kYky
Iii 


 which are located in the left-hand 

sideof (2), are appearing in the right-hand sideof (1); the unknowns

),(})({
,1

kXkx
Jjj 


which are located in the left-hand sideof (1), are appearing 

(they are in the matrix )(kR ) in the right-hand sideof (2). In other words, for each 

fixed k  ),1( Kk  , the equations (1), (2) form the system of )( JI   interrelated 

equations. Therefore, they cannot be represented in the form of an operator 

equation of the first kind (6) (or (5)), for finding the stable solution of what, in the 

section 3 of the current paper, there is the inverse and ill-poised problems 

apparatus in finite-dimensional Hilbert spaces being applied. 
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Thus, in operator equations (3) and (4) the input data, in addition to the 

already known data ,})({ ,1

,1,,1,

basic Kk

JjIijikp 


 
are the outcoming data of the systems (1), 

(2). Consequently, one can perform study of the operator equations (3) and (4) 

only after having studied the K  systems, each of what consists of )( JI   

interrelated equations. In the section 3, there is an iterative process being 

developed; it lets find stable solution for each of the K  systems' )( JI 
 

interrelated equations (1), (2). 

 

2.3.The existence and uniqueness of the solution of the formulated 

mathematical model (1)-(4) 

As it has been mentioned in the subsection 2.2, under each fixed k

  1,k K  the equations (1), (2) are forming system of the )( JI   interrelated 

equations. In the current subsection, issues of solvability as well as uniqueness of 

the solution of the system (1), (2) are studied under each fixed k  ).,1( Kk   

The study is started from the notion of uniqueness of the solution: we prove 

that system (1), (2) cannot have more than one solution. Assuming the contrary, 

that is to say, we assume that the pair  )}(),({ kYkX
 
and )}(),({ kYkX  are two 

different solutions of the system (1), (2): 












),()()()(

),())(()( basic

JUkRkYkY

kYkPkX T





                                           

(7) 














),()()()(

),())(()( basic

JUkRkYkY

kYkPkX T





                                            

(8) 

where )()( kXkX   and )()( kYkY   under each fixed k  ).,1( Kk   

Having rewritten the systems (7) and (8) in the form 

                
 ,)()()()())(()( basic JUkRkYkYkPkX T 


  

                
   ,)()()()()()( basic JUkRkYkYkPkX

T



  

and then, having carried out elementary transformations, we get  

),()()( kBkXkD 
                                                 

(9) 

),()()( kBkXkD 
                                               

(10) 

where 

 )(kD  is a quadratic matrix of the size of ,J J  whose elements are 

calculated in accordance to the formula 

     

     












,

,
1

)(

basic

basic

,

otherwiseIUkP

ijifIUkP
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Ti

Ti
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so, in each row of the matrix )(kD , all the elements besides the diagonal 

element do coincide; consequently, the matrix )(kD  is a nondegenerate 

matrix); 

 )(kB  and )(kB  are vector-columns of the size of 1,J   the elements of 

which are calculated by the following formulas, respectively: 

       
       
















,,1),()()()()(

,,1),()()()()(

basicbasic

basicbasic

JjkQkPIUkPkYkb

JjkQkPIUkPkYkb

TjTj

j

TjTj

j




 (11) 

where )(kQ  is a vector-column of the size of 1,I   the elements of what are 

calculated by the formula      .,1,)()( basic IiJUkPkq

T
iT

i 







  

In the left-hand side of operator equations (9) and (10), there is the same 

matrix   ,D k  while in the right one, as that can be seen from (11), the difference 

consists only of 


)(kY and .)(


kY  Therefore, difference of the operator 

equations (9) and (10) does let get the sufficient condition, whose application 

secures ),()( kXkX   and, therefore, ).()( kYkY   Actually, taking from the 

equation (9) the equation (10), we get   

                 ).()()()()()()( basic IUkPkYkYkXkXkD
Tj




  

Since the quadratic matrix )(kD  is a nondegenerate matrix, then under 


 )()( kYkY  we get homogenous finite-dimensional operator equation 

  ,0)()()(  kXkXkD  which has only the trivial solution ,0)()(  kXkX  i.e. 

).()( kXkX   Considering that fact in systems (7) and (8), we get ),(( kRkR   and, 

consequently, we have ).()( kYkY   The proof of the uniqueness of the solution 

   IJ kykykxkxkYkX )(,,)(;)(,,)()();( 11   of  system (1), (2) under each fixed k

 ),1( Kk   is fully completed. Nevertheless, there is sense to add on the issue of the 

condition ,)()(


 kYkY  the execution of what does secure uniqueness of the 

solution of system (1), (2). 

Firstly, by virtue of the Fredholm Alternative (for instance, see [51]), this 

sufficient condition also appears to be a necessary condition for the uniqueness of 

the solution of system (1), (2). From the very same Fredholm Alternative, 

emerges the solvability of the system (1), (2) under the condition .)()(


 kYkY  

Secondly, from the interpretation of the value )(kY  (see the subsection 2.2), 

it is clear that the condition 


 )()( kYkY  means that for the -thk  parameter / 

index the maximum of the "degree of favourability" of all the I  years should be 

an absolute constant (in the sense that this maximum should not depend from the 
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values   ,)(
,1 Iiiky


 i.e. from the values of the "degree of favourability" of years by 

the -thk  parameter / index). At first glance, that looks paradoxical, but, as it is 

explained in the section 3, as 


)(kY  one can take quite small absolute constant 

(for instance, in this paper we have settled on )4816)( 


KJIkY . 

 

3.  Development of method for solving the formulated problem (1)-(4) 

 

3.1. Development of an iterative process for solving the system (1), (2) 

So, under each fixed k  ),1( Kk   the system (1), (2), which represents the 

system from the )( JI   interrelated equations, is solvable and has the unique 

solution  .)(,,)(;)(,,)( 11 IJ kykykxkx   Below there is an iterative process 

suggested in order to find solution of the compatible (1), (2) under each fixed k

 ).,1( Kk   

 
 





























,N),()()()(

;N,
)()(

)()(
)(

);()();()(

1basic

1basic

max

00

nJUkRkYkY

n
kYkP

kYkP
kX

kYkYJUkX

nn

nT

nT

n





                          

(12) 

where IkY ∈)(max  is constant vector-column, all elements of what equal with 

;)(


kY )(),( 00 kYkX  mean initial approximation, while )(),( kYkX nn  stand for the 

-thn  approximation. 

Before the issue of convergence and iterative process is addressed, we make 

the following important note: the initial approximation in the iterative process 

(12) requires knowledge of the value i
Ii

kykY )(max)(
,1

  for .,1 Kk   Since

 
Iiiky

,1
)(


 

are the unknowns for 1, ,k K   then ,,1,)( KkkY 


 and, 

consequently, KkkY ,1),(max   cannot be known a priori. Nevertheless, due to 

the fact that we have proved the unconditional convergence of the iterative 

process (12) in relation to selection of both initial approximation and controlled 

parameters  1,0∈,∈ 1    (in the current paper, we have opted for 

)5.0,   J , then, logically, it is clear that we can take quite big number as 


)(kY , for example, in this paper, we have opted for .4816)( 


KJIkY  

Since we have not studied rate of convergence of the iterative process (12) , the 

issue of the influence of selection of initial approximation on the rate of 

convergence remains open in this paper. In our current work, the issue of stability 

of the solution of the system (1), (2) (stability against the relatively small changes 

in the input data) by the iterative method (12) is not studied either. 

Now, we are briefly addressing the issue of unconditional convergence of 

the suggested iterative process (12). The proof of the convergence (12) in relation 
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towards choice of the controlled parameter ,  for example, can be executed by 

perturbative approach: first, one study the trivial case 0,   and, then, it can be 

elementary proved that there is convergence of the iterative (12) in the norm 
2

;
L

  

then, the trivial case is initially perturbed (i.e. , 0 1     , and gets proved 

that all the discrete functions, which take part in (12) depend on the parameter   

(important role in securing that stable dependence is played by the positivity of 

the matrixes ;,1),(basic KkkP   see the subsection 2.1), and, therefore, the iterative 

process (12) coincides under 0.   Applying the analogical approach, one can 

prove unique convergence (12) in relation towards selection of the initial 

approximation as well as the .  

 

3.2. Development of aregularization algorithm for solving the operator 

equation of the first kind 

As it was reflected in subsection 2.2, mathematical model (1)-(4) 

decomposes in the following elements: 

 K  systems, each of what consists of the interrelated equations (1), (2), for 

the solution of what one can apply the iterative process (7) and find 

   ;)(,,)(;)(,,)()();( 11 IJ kykykxkxkYkX   

 finite-dimensional operator equation of the first kind (5), which appears to 

be anunderdetermined system of linear algebraic equations, part of the 

input data of what does consist from the input K  of the systems (1), (2); 

 K operator equations of the first kind (6), each of what under the fixed k

 ),1( Kk   gets the form (5), but, unlike (5), is an overdetermined system 

of linear algebraic equations, part of the input data of what, as in (5), is the 

input data from the K  systems (1), (2). 

In the current subsection, the Tikhonov regularization method is addressed, 

as it lets find stable solution of a determined or undeterminedfinite-dimensional 

operator equation of the first kind and, therefore, of the equation(5) (which 

corresponds with the equation (4) of the suggested mathematical model) and the 

equation (6) (which corresponds with the equation (3) of the suggested 

mathematical model). 

Due to the fact that, in the equations (5) and (6), the relevant principal 

operators and right-hand sides have different sizes, in the current section, we 

consider the general equation 

 .→:,⊆∈,⊆∈,∈, 11 FQAFfQqAfAq mnnm 









 
           

(13) 

It is evident that: 

 when an underdetermined system (5) is studied, then, in general equation 

(13), there are the following notations:  

,Jn  ,Km       ,)()(
,1

,1

basicaverage
mk

nj

jT
kPIUPA




  

1,
,k k m

q Z z


 

;)(
,11

average

nj

m

k

jkx
J

I
X

J

I
f
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 when we study an overdetermined system under each fixed k  ),1( Kk   , 

then, in the general equation (13), there are the following notations:  

,n J ,m I       ,)()(
,1

,1,

basicbasic mj

niji

T
kpkPkAA




   ,)()(

,1 miikwkWq




  .)()(
,1 njjkxkXf


  

So, till the very end of the section 3, we are working with the general 

equation (13), assuming that nmA 

∈  and 1⊆∈ 



mFf   are the given input data, 
1⊆∈ 



nQq 
 
 is the sought-for solution. 

 

3.2.1. The classical Tikhonov regularization method and choosing of 

ambiguity of regularization parameter 

Let the principal operator A  and the right-hand side f  of the equation (13) 

are given exactly. Then, replacing A  and f  in (1) by exactA  and ,exactf  

respectively we can write  

 exact exact exact .A q f                                   (14) 

Note that the equation (14) can be uniquely solvable (i.e. have a unique 

solution) or degenerate (either have infinitely many solutions, or be unsolvable): 

the matrix equation (14) is said to be degenerate, if the determinant of the system 

is equal to zero, i.e. ,0)det( exact A  however, the matrix exactA  may be 

nondegenerate, but ill-conditioned, i.e., if the condition number of the matrix is 

large enough: ,1)(
min

maxexact 



 A  where max  and min  are the maximum and 

minimum eigenvalues of the matrix exact ,A  respectively. It should be noted that, if 

the calculations are executed with finite precision, in some cases, it is not possible 

to determine whether a given system of equations is singular or ill-conditioned. In 

other words, singular and ill-conditioned systems can be indistinguishable within 

the specified accuracy. 

A pseudosolution of the system (14) is a vector q  that minimizes the 

residual Aq f  on the whole space ,n  and this pseudosolution may be not 

unique. Then, we denote by AQ  a set of all the pseudosolutions of the system (14). 

In this case, the normal solution of the system (14) is called a pseudosolution 0q  

with minimal norm 
2

normal ,q


 i.e. such as 
22

normal inf .
Aq Q

q q





 

Due to the inaccuracy of the measurement equipment, it is impossible to 

determine the absolutely precise true values of the parameters exactA  and exact ,f  

we get distorted values, which we denote by nmhA 

∈  and 
∈f  

respectively. Nevertheless, the experimenter usually does determine his maximum 

range of deviation, which gives us information about how the values 
hA  and f   

are close to the true ones. In other words, we know some values 1∈ h  and 

,∈ 1

  which satisfy the inequalities: 
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   2 2

exact exact, .h

Q F
A A h f f    

                          
(15) 

Hence, instead of (14), in fact, we have a different equation 
 ,

,
hhA q f
                                                          (16) 

whose solution is another vector   ,∈ 1, 



nhq   which may considerably differ 

from the exact solution exactq  of the equation (14). Therefore, we need to find a 

solution  ,h
q Q


  of the equation (16) on the set  , ; ,hA f h  , satisfying the 

inequality conditions (15), and this solution has to be stable, i.e. 
 

 2

, 0, 0normal 0,
h h

Q
q q

   


 where by normalq Q  we denote normal 

pseudosolution (solution with minimal norm in the whole m ) of the equation 

(14). 

To solve the above-formulated problems we use the Tikhonov regularization 

method, i.e. instead of the equation (16), we consider the following operator 

equation: 

,)()(   fAqEqAA ThhTh 
                                 

(17) 

where   1∈,   h  is the regularization parameter; E  is the identity matrix. 

An important issue that arises from the application of the Tikhonov 

regularization method is the problem of finding the optimal or quasi-optimal 

regularization parameter   for a given set of input data }.,,,{  hfAh  Thus, it is 

necessary to find a value ,  which should not be underestimated, because, 

otherwise, the stability of the equation (17) and its solution differ negligibly from 

the original equation (16), and, at the same time, the overestimation   can 

considerably distort our equation, making the solution stable, but losing most the 

useful information. These considerations can be shown graphically as the Fig. 1. 

As it is seen from Fig. 1, we have to find a point of balance between the stability 

of the solutions q
 and its distance from the exact solution exact .q  That is the 

desired value. 

In [10, 27, 28, 55-57, 73, 87, 101, 108] and other corresponding works, 

there are various methods are given in respect to the classification and precision 

for optimal or quasi-optimal finding of the regularization parameter ),,(  h  

and error estimation 
2

normalq q


 of the regularized solution .q  In all these 

approaches, the basic requirement / condition of the proximity of 
2

normalq q


 

to  

 

 exact _

22

,normal normal

, 0
minoptimal h

h
q q q q

  

  
  


 

by the asymptotics with 0h  and 0,  but not with finite 0h   and 0.   
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Fig. 1. Graphical representation of solution optimality concept 
 

In other words, the traditional approaches with finite h  and   give quite 

good results only for the case of model problems, specially found for 

demonstration of the abilities of one or another method of finding the optimal and 

/ or quasi-optimal regularization parameter. 

Besides, another important point is that, applying the method of the 

Tikhonov regularization, we obtain the solution of the equation (17) instead of the 

solution of the equation (16), i.e. the original equation is the equation 
 ,

,
hhA q f

                                                      (18) 

where   ,)(;)( ,  fAfAAA ThhhThh   which is the right-hand side f   of the 

initial equation (16), does not fit the classic method of the Tikhonov 

regularization in the direct form, however, in the various combinations of the 

Residual method, including the Generalized Residual principle, (for instance, see 

[73]), the error   of the right-hand side is used ,f  not the error of the right-hand 

side  ,
,

h
f


 which, as it could be seen from (18), depends not only on ,  but also 

on .h  Therefore, random errors in f   can be smoothed quite well and, therefore, 

the relative error  ,
,

h
f


 which, as it was just noticed, in the classic method of the 

Tikhonov regularization, is not considered in any way, can significantly differ 

(even by several orders) from the relative error ,f  which, as it was shown above, 

is the only one which is taken into account in the classic Tikhonov regularization 

method. 

 

3.2.2. The proposed approach to solve the problem (18) 

Now we consider an approach that takes into account the dependence of the 

right-hand side, not only on ,  but also on ,h  proposed in [57]. In other words, 

unlike the classical Tikhonov regularization method, the proposed approach is the 

change of the sequence of regularizing operator E  and the matrix ,)( hA  

which creates the fundamental difference in methodology for selecting 

regularization parameter .  According to the Generalized Residual principle (for 

instance, see [57, 101, 108]), the regularization parameter   1∈,   h  is the 

root of the following equation: 
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2 2 2

2 2

inf ,h h

F Q Fq Q
A q f h q A q f   


     

  
         

(19) 

where 
 2

inf h

Fq Q
A q f 





 is a measure of the incompatibility of the original 

problem (15), (16). It has to be shown that, in the suggested approach, the 

measure of incompatibility of the equation (18), which is equivalent to 
 ,

,
hhA q f

   is equal to zero, i.e. 
 2

inf 0.h

Fq Q
A q f 


 


 That let us formulate 

and prove two following statements: 

Statement 1. The equality 
   QF

ThhTh qfAqAA
22

)()(


    is true. 

Proof of the Statement 1. From the equation (17) it is obvious that 

,)()(   qEfAqAA ThhTh   from which directly follows 

   
.)()(

22 QF

ThhTh qfAqAA


    Statement 1 is proved. 

Statement 2.
 F

ThhTh fAqAA
2

)()(


 

 

is a continuous and monotonously 

nondecreasing function in respect to the regularization parameter .  

Proof  of the Statement 2. Since q
 is a continuous function (see [101]), 

then it is obvious that, after being multiplied by ,  the continuous function 

q  will be obtained. In [95], it is shown that 

   2 2

1

2 .
Q F

q f


   
                                           

(20) 

Therefore, 
   

,0lim)()(lim
22 00


  FF

ThhTh ffAqAA









  i.e. 

 
.0)()(lim

20


 F

ThhTh fAqAA





                            

(21) 

Besides that, using the fact that the norm is not negative, and also using  

inequality (20), it could be shown that 
   2 2

1

20 lim lim 0,
Q F

q f


 

 
    

 
 

hence, it follows that 
 2

lim 0.
Q

q




  
Thus, we can write 

   
.)()()(lim

22 F

Th

F

ThhTh fAfAqAA








 

As a result, we obtain  

 

   














 

.)()()(lim

,0)()(lim

22

20

F

Th

F

ThhTh

F

ThhTh

fAfAqAA

fAqAA












                (22) 

Besides limit expressions (22), we also know that 
 2 Q

q


 is a 

monotonously nonincreasing function in respect to the regularization parameter   

(see [101]) and, therefore, we may claim that 
 F

ThhTh fAqAA
2

)()(


   is 

monotonous and nondecreasing function inrespect to the regularization parameter 

.  Statement 2 is proved. 
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Further, using these two proved statements, let us come back to the proof of 

the required incompatibility measure of equation (18): 

   
,0)()(liminf

22 0


 F

ThhTh

F

h

Qq
fAqAAfqA









 
 i.e. we proved that incompatibility measure of the equation  ,hhA q f

   is equal 

to zero: 
 2

inf .h

Fq Q
A q f 





 As it was shown in the work [56] (as well as see [57, 

55), the regularization parameter   1∈,   h  is the root of the equation 

   
,)()(

222






 

Q

h

F

ThhTh zhAfAqAA


 
            

(23) 

where 0   and 0   are some constants. 

Using the statement 1, equation (23) could also be written as 

   
.

222

1





 

Q

h

Q
qhAq



 
                           

(24) 

Let us notice once more, that parameter   entries in equation (24) not only 

as left side multiplier, but it is also implicitly present in the .q  

Below, there are four approaches of finding the regularization parameter ,  

basing on various assumptions and estimations, being considered in more details. 

The first approach of finding the regularization parameter. The basis of the 

first approach mentioned is the assumption made earlier: for the equation (24) it is 

enough to use the original norm of the deviation of the operator and of the right-

hand side, i.e. h  and ,  of the equation (16) rather than the equation (18). This 

assumption gives us underestimated h  and ,  so it also leads to an 

underestimated value  , ,h     and, thus, does not move away from the 

original solution of (16) as well as makes it possible to find the solution without 

additional calculations connected to h  and   for the equation (18). On the other 

hand, a low value   gives smaller effect from use of the regularization method. 

The second approach of finding the regularization parameter. Let us 

consider a different approach proposed in [113]. In this approach, the factor on the 

right-hand side of equation (24), namely 
 

,)(
2






 

Q

h
def

Old qhA


  will 

transform and find a lower bound, thus, we obtain, as in the previous method, not 

an overestimated value   and not an overestimated residual 
 2

normal .
Q

q q


 Let 

us show that the expression, which was proposed in [113], namely 

   

   2 22

,

0, 0 0

sup sup
def

h h

New QFh h

f f q A A
 

  

      
 

 does not exceed the 

original value   ,Old   where  

,)( exactexact AAA T ;)( exact*exact fAf
def

 ;)( hThh AAA    .)(,  fAf Thh 
 

Indeed, 

 
 Q

ThT

h
New fAfA

2

)()(sup exact

0,0
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 F

Th

h

hThT

h
Q

ffAAAAAq
222

)(sup)()(sup
0,0

exactexact

0






 


 

 
 

 
hAqAAAAq Th

Q

ThhTh

h
Q


 22222

)()()(sup exact

0


   

 
 

 
hAqAAAAq Th

Q

ThhTh

h
Q


 222222

)()()(sup exact

0


   

    
2 2

.h

OldQ
A q h      

 
 

Thus, if we use the resulting "new" sum  New   instead of the "old"

  ,Old   then, instead of the equation (24) we have the following one: 

 

 

 2 2 2

,1

0 0, 0

sup sup .
hh

Q Fh h

q A A f f
 



  

  

 
       
   

          

(25) 

So, we have    New Old     for ,∈∀ 1

  and, therefore, as it has 

been mentioned earlier, the root 1rootoptimal ∈    of equation (25) and the 

residual 
 

optimal

2

normal

Q
z z


 are not overestimated. If we assume that there are 

conditions, restrictions  
 

 

 

 

 

 

2

2

2

,

0, 0 1

,

,

sup

0,

0 0,

h

Fh

h

F

h

F

f f

if
f

f if









 



  




  


 







                        

(26) 

then the solution of the equation (25) will give rise to a new regularization 

operator with .∈ 1root

  In other words, conditions-restrictions (26) are 

important sufficient conditions to receive the regularizing operator, using the 

above-described method, and ignoring them does not guarantee that the approach 

necessarily generates the desired regularizing method. 

The third approach of finding the regularization parameter. Assume that the 

residual of the normal and regularized solutions, as indicated in [101], has the 

following order  
 

 
  ).(

21,

2

   hOfqA
F

hh


                               

(27) 

Let us note that, instead of the Euclidean norm 
2




, we can use the energy 

norm (also called the spectral norm):   .∈,, k

B
vvBvv   Then, we find the 

energy norm for the equation (27) generated by the operator   :
T

hA  

 

 
  

2 4, 2 .T
h

hh

A
A q f O h

        

So, now instead of the equation (24), which is used to find the regularization 

parameter ,  we can consider the equation 

    
2 2 2

2
2 3

,h h

F Q
A q f C A h q


       

  
                     

(28) 
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where 
5 210 ;10 .C       

The fourth approach of finding the regularization parameter. In this 

approach, in order to find the regularizing parameter   there is a new equation 

proposed (see [5]) 

 

  
 

2

2

2

2

,
Qh

F

h q

A q f
m



 



  

 






                                

(29) 

where 

     66 10 11 0.110999 1m m m

           

   0.00179988 6 m 0.00521256 9 m 
         

   0.718663 3 m 0.102426 10 m 
         

   0.841212 2 m 0.163198 7 m 
         

    2364 .0.071326 4 m 0.011 0.00310896 8 m 

              
 

The function  m  of equation (29) has been obtained on the basis of the 

sourcewise principle for the exact solution (which is unknown); the possibility of 

using (29) was examined in the article [41]. 

For the case when the value of m  is unknown, it is proposed to find a lower 

bound estimate from the equation error norm, namely 

 
2

2

10 ,
m

m 
    

                                      
(30) 

where  dim .m f   Transforming the equation (30) we obtain the desired estimate 

for m  

10log .m
m



 
   

                                                

(31) 

Finally, let us note that the fourth approach (i.e. formulas (29), (31)) is used 

for solving the finite-dimensional operator equations (5) and (6) to find the 

sought-for values of  
KkkzZ

,1

1∈
   and      ,,1∀,∈

,1

1 KkkwkW
Iii 

  

respectively. 

 

3.2.3. General principle of algorithms of finding the normal solution 

(solution with minimal norm) of the first kind operator equation with 

completely continuous operator 

Another approach, which is considered below, is focused on the solution of 

the equation (16) through optimization problem: 

 2

min .
Fq Q

Aq f





                                               
(32) 
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Let us designate through }{R  the class of all the positive definite self-

adjoint operators ,  such that the quadric form 
 

 
2

2
,

QF
Az z z 


 is not less 

than 
 2

22 ,
Q

q 


 in other words 
 

 
2

2 22, ,
QF Z

Aq q q q  


 where 

  1∈,  A  is a constant, not dependent on  .q D   Let us introduce the 

functional    
   

2

2
, , , , .

QF
M q f Aq f q q q D      


 Then the element 

 exact ,z D   which minimizes the functional  , , ,M q f  satisfies the equation 

 * * ,A A q A f   having the unique solution   ,q R f   where 

   
1

* *;R A A A


   *A  is the operator, which is conjugate to the operator A

 * TA A  in the case of .∈ nmA   Then the element f  is given approximately, 

in other words, it is assumed that ,f f    where   is a certain random process 

with the value in ,F  for which the probabilistic average is zero:   0.      Let 

us designate  

                       
     

22 , ,
Q

q f R q q f           
   

and  

                   

    
      

 2 2

,

, , sup , , ,
q f q f

q f q f
  

          


 
where   q f  is the class of the admissible solutions of the problem (32), and it 

is the class of the admissible perturbations of the optimization problem (32). The 

optimal regularization is the operator 
 

    optimal 2arg inf , , ,q f 
 

     
  i.e. 

 optimal    is determined as the solution of the problem  

 
    2inf , , .q f

 
    


                                            

(33) 

If the solution of the extremum problem (33) exists, in this case the element 

( ) fRz
~

∈ optimaloptimal  is called the      , , -optimalq f   regularized solution 

of the problem (32). In this case, the value  

    
 

    optimal optimal , , sup , ,q f q f 
 

          
   

is error of the      , , -optimalq f   regularized solution. In case when 

   : ,E       where E  is a unit operator, and 1∈   is a certain 

parameter (in general, it is unknown) called the parameter of regularization, and 

the extremum problem (33) is reduced to the determination of the optimal value of 

the regularized parameter optimal.   Then we assume that: 

  q f  is the solution for the problem (32) with the minimal admissible 

norm, in other words, we assume that    ,∈∀,: iee iii   
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where  i i
e


 is orthonormalized eigenvalues system of the self-adjoint 

operator * ,A A  i.e. ;∈,* ieAeA iii    ;↓∈
N∈

1

ii   

     2 2 2: , 0 sup .i i i i
i




            
 



 

Then, the      , , -optimalq f   regularized solution can be expressed through 

the formula 

 

 

2

optimal

2 2
1

,
i i i

i

i i i i

f f
q e

f



 





 
 

 


                                     

(34) 

where 
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2
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2optimaloptimal ∑

i
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i iii
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(35) 

 From (34) and (35) it is possible to obtain the formula for the 

     , , -optimalq f


   regularized solution 
optimal :z  

 
 

,∑
∞

1
22

2
optimal

i

i iii

iii e
f

ff
z

 









                                            

(36) 

where 
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2

2optimal

∞

1

22

2
22optimaloptimal ∑

i
f

f

f
fq

i

i
i

i iii

i





 

                       

(37) 

It is obvious that, in case of the finite-dimensionality of the operator 
11 ⊆,⊆,∈,→:  mnnm FQAFQA   of the original equation (16), the 

above-demonstrated formulas (34), (35) and (36), (37) stand valid, only if the 

lines in these formulas are exchanged by the corresponding sums. For instance, 

for this case the      , , -optimalq f


   regularized solution optimalz  of the 

matrix equation (16) will be the regularized solution of the equation 

   * *A A E q A f      for 
2

optimal

2
,

c


    and the corresponding error 

     
2

optimal optimal , ,q f


  
 

  will be the following (see [41]): 

     
2

optimal optimal 2 2

2 2 2
1

1
, , ,

m

i i

q f c
c

 
 

     
   

  

where        2 2: , , 1, , . .im
q f q f q f Q f c i m c const        
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Imposing these restrictions on the coefficients rate of decay , 1,if i m  and 

the values , 1, ,i i m   it is possible to receive the exact values from the error 

    optimal optimal , , .q f    
  

 

3.2.4. Using the terms "solvability degree" and "correctness degree" for 

development of variational approach to stably solve the first kind 

finite-dimensional operator equation 

Once again we consider the equation (16) with the a priori given additional 

information (15) and information about existence of solution. 

So, let 
 ,

,
hhB q f


                                                    (38) 

where ;∈)( nnhThh AAB     .∈)( 1,  nThh fAf   

Then, instead of original equation (16), we must consider (see [39]) the 

equation (38), where it is required to define the vector, which continuously 

depends on the initial data  , ; ,hA h f    of equation (38), i.e. it has the property 

of stability (as for the Tikhonov meaning: (for instance, see [27, 28, 39, 101, 73]). 

Let us suppose the solution exists (in problems describing real processes or 

objects, that assumption is true due to existing system is diagnosed), then the 

solution can be shown through the regularizing operator . fRq =  We will use 

the following concept ideas. 

The solvability degree of the problem we define as 

 
2

2

0 .
f

r
q


 
  



                                                  

(39) 

Then the full solvability degree of the problem can be defined as 

2

2 2
2

0inf inffull
f f

f
r r

q   


 

 



                                             

(40) 

that for our problem means 

2

1
.c

C

r
R





 

The problem correctness degree 
0d  we define in the following way: 

 
2 2

2 2
0

1
,

h

CC
R B E qR f q

d q q


 

 

                                   

(41) 

where E  is an identity matrix. Then the full correctness degree 
fulld  can be 

defined as 

 
 2

2

2
0

1 1
sup sup ,

C C

h

C

C
q F z Ffull

R B E q
R A E

d d q 


   




                 

(42) 

where CF  is a correctness set of the operator .CR  
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Using mentioned above notations we can formulate our problem as search 

of such operator R  to have maximally high correctness degree, at the same time 

having given degree of solvability: sup , ,
C

full C
R

d r const  or in other form 

 
2

2

inf ,

.

C

h

C
R

C

R B E

R C const

 



 




                                                    

(43) 

Problem (43) is a constrained optimization problem, and it can be reduced to 

the corresponding unconstrained optimization problem 

  
2

2

2 2
inf ,h

R
R B E R


  

                                          
(44) 

or in other form 

,

2
2

, , , ,

1 1 1

inf ,
j i

n n n

j k k i j i j i
r

i j k

r b E r


 

  

   
       

   
 

                              

(45) 

where 
,

1 if ,

0 otherwise
j i

j i
E


 


 for  1, ; 1, ;j n i n     ;∈,

nn

ji Rr     .∈,

nnh

ji Bb     

As it could be seen, regularization parameter   (that acts as an analogue of the 

Lagrange multiplier in the regular Lagrange function in the process of reducing 

the problem of constrained optimization to unconstrained) optimal value search 

problem is equal to search of the constant .C  

Extremum problem (45) is equivalent to the following problem, which is 

extremum condition for (45): 

 , , , ,

1

, 1, ; 1, ,
n

j i j l l i i m

l

r r b i n j n 



        

where 
, , ,

1

.
n

l i l p i p

p

b b


    

As a result, we obtain the sequence of matrixes 

                                    .∈
,1,1,,,1

nn

nlnjijinl
ll rR 

    

A quasi-optimal value of the parameter   is selected by one of the 

following criteria (the validity of choice is proven in [23, 106, 111], where 

applicability of the selection criteria for solving various linear finite or infinite-

dimensional operator equations of the first kind is illustrated): 

 
 

optimal
1

arg inf
1

full

full full

d

r d



 




   
  

   

 under the condition  

 

2

1
1 ,full h

d
R B E




 




 where  
2

1
1

;h

fullr B



 



E  is unit operator / matrix; 

  is the maximum ratio error of the right-hand side of equation (38); 
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Now, having optimal  using the regularized solution of original problem (16), 

it is assumed that the vector 
 optimal optimal ,h

z R f
   and, thus, the regularized inverse 

operator / matrix  
optimal 1

hR A


 is defined. It should be emphasized that these 

criteria are not equivalents, i.e. a choice of a criterion influences the accuracy of 

the required solution. 

 

4. Computing experiment and the obtained results on the investigation of 

the economic and financial attractiveness of the Central and Eastern 

Europe countries 

 

4.1. The choice of key socio-political, macroeconomic and financial 

parameters 

In the current section, we describe a calculational experiment, where: 

 16 countries of the Central and Eastern Europe have beens selected from 

the study: Albania (AL), Bosnia and Herzegovina (BA), Bulgaria (BG), 

Croatia (HR), Czech Republic (CZ), Estonia (EE), Hungary (HU), Latvia 

(LV), Lithuania (LT), Macedonia (MK), Montenegro (ME), Poland (PL), 

Romania (RO), Serbia (RS), Slovakia (SK), and Slovenia (SL); 

 as the studied time period we have selected [2010, 2016]; 

 43 following key social political indicators, macroecnomic figures, and 

business environment factors have been selected as the parameters / 

indices (see Tab. 4); let us note that some of the listed parameters / indices 

have universally recognized abbreviations, for instance, IMF – 

International Monetary Fund; LFS – Labour force survey; GDP – Gross 

Domestic Product; PPP – Purchasing Power Parity; FDI – Foreign Direct 

Investment; EDB – Economic Development Board; CF – Capital Flight; 

HDR – Human Development Index. 
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Table 4. Socio-political, macroeconomic and financial parameters / indices Parameters / indices 

that are key in the investigation of the economic and financial attractiveness of the country 
 

Conventional alpha-

numeric designation 
Parameter / index 

P1 Population, in thousand 

P2 Population of largest cities with agglomerations, in thousand 

P3 Largest agglomerations, population  200 000 

P4 Urbanization, in thousand 

P5 Number of adults 20-year-old or above, in thousand 

P6 Total wealth, in billion EUR 

P7 Wealth per adult, in EUR 

P8 Financial wealth per adult, in EUR 

P9 Non-financial wealth per adult, in EUR 

P10 Debt per adult, in EUR 

P11 Median wealth per adult, in EUR 

P12 Wealth range of adults:  10 000 EUR, in % 

P13 Wealth range of adults: 10 000 ÷ 100 000 EUR, in % 

P14 Wealth range of adults: over 100 000 ÷ 1 000 000 EUR, in % 

P15 Wealth range of adults:  1 000 000 EUR, in % 

P16 Gini index 

P17 Total Gross Domestic Product, in billion EUR 

P18 Gross Domestic Product real change, in % 

P19 Gross Domestic Product per capita, in EUR at Purchasing Power Parity 

P20 Unemployment rate, average, in % 

P21 Average gross monthly wages, in EUR 

P22 Consumer prices per annum, in % 

P23 Fiscal balance of Gross Domestic Product, in % 

P24 Public debt of Gross Domestic Product, in % 

P25 Current account of Gross Domestic Product, in % 

P26 Foreign Direct Investment inflow, in million EUR 

P27 Gross external debt of Gross Domestic Product, in % 

P28 Exchange Rate stability 

P29 Ease of Doing Business Ranking, in position 

P30 Foreign Direct Investment / Paying Taxes 

P31 Foreign Direct Investment / Tax Burden, in % 

P32 Foreign Direct Investment / Trading Across Borders, in position 

P33 Corruption Perception index 

P34 Credit Rating (average, 0÷100) 

P35 Net International Investment Position, in billion EUR 

P36 Foreign Direct Investment balance, in billion EUR 

P37 Portfolio Investment balance, in billion EUR 

P38 Other investment balance, in billion EUR 

P39 Capital Flight calculated by the World Bank method, in million EUR 

P40 Quality of Life Index 

P41 Human Development Index 

P42 Offshore concentration defined on indirect indications 

P43 Ratio of financial and non-financial wealth 
 

 

The parameters / indices P15, P16, P20, P28, P29, P35, unlike from the 

other 37 parameters are such that the bigger the value of each for these 6 
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parameters is the lesser attractiveness of a country for exports of banking and 

other luxourious services becomes: in the subsection 2.1, such parameter had been 

conditionally labeled as inverse parameter / index, so we have claimed that for 

such parameters / indices it is necessary to homological scaling, which lets get rid 

of the indicated inverse proportionality.  

Values of all the 43 parameters / indices given in the Tab. 4 for the period of 

7 years (2010-2016) in the 16 studied countries have been taken from the listed 

resources [105]; moreover, these values were also compared with the values from 

the relevant national sources from these 16 countries, if they consisted of such 

values. Here, we should note that for some parameters / indices their values in the 

transnational organizations'(The World Bank, The Eurostat of the European 

Commission, The Economist Intelligence Unit, The Vienna Institute for 

International Economic Studies, etc.) and in national data resources' sources do 

differ: in such kind of situations, we have opted to pick the data given in the 

transnational organizations' datasets. Finally, we should also point that Kosovo, 

which is officially considered an Eastern European country, is not included in the 

current paper as a country, whose economic-financial attractiveness / potential is 

studied. The absence of Kosovo is tied to the fact that multiple international 

organizations' either do not have relevant data on Kosovo, or such data is absent 

for selected periods of time, or that data differs from its analogues from the 

Kosovar sources dramatically.  

Before we apply the developed methods and algorithms to the mathematical 

model (1)-(4), the values of all the 43 parameters had been subejected to the 

prestarting procedure, whose steps and stages are mentioned in detail in the 

subsection 2.1.  

 

4.2.  The results obtained by the realization of the mathematical model: 

the economic-financial attractiveness of countries, the significance 

coefficient of parameters, the "degree of favorability" of the years, the 

coefficient of relative strengthening of the importance of parameters 

Before we disclose the obtained results, webriefly address the realization of 

the suggested mathematical model (1)-(4) through the developed methods, which 

are described in details in the section 3. 

Stage 1. For each of the 43K   parameters / indices of  equation (1)-(2) 

mathematical model (1)-(4) represents a system of the 23I J   interrelated 

equations in respect towards the same amount of the unknowns

 ,)(,,)(;)(,,)( 71161  IJ kykykxkx  where jkx )( stands for the sought-for 

economic attractiveness / potentialof the -thj  =1, J=16j country by the -thk

 43,1  Kk parameter / index; iky )(  =1, I=7i stands for the sought-for "degree 

of favourability" of the -thi   1, 7i I   year by the -thk  1, 43k K   parameter 

/ index. Each of these 43K   systems of the interrelated equations had been 

solved through the iterative process, where 

   4816, 1, 43 ,Y k I J K k K

       16,J   0.5.   
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Stage 2. For each of the 43K   parameters / indices equation (3) of the 

mathematical model (1)-(4) represented an overdetermined system of linear 

algebraic equations 16J   equations in relation to the 7I   unknowns 

 ,)(,,)( 71 Ikwkw   where ikw )(  for the sought-for significance coefficient of the 

-thk  1, 43k K   parameter / index in the -thi ))7(,1(  Ii  year. Each of these 

43K   systems had been solved by the Tikhonov regularization method, where, 

instead of the classical one, we solve modified equation (17) with the 

regularization parameter found according to the formulas (29), (30). As a result of 

application of that method, we find values of the sought-for variables 

    1 7
, ,

I
w k w k




 
with an accuracy of 910 .   The application of the 

Tikhonov regularization method guarantees the stability of the found solution with 

respect to small errors in the source data. 

Stage 3. Equation (4) of mathematical model (1)-(4) represents an 

underdetermined system of linear algebraic equations with 16J   equations in 

relation to the 43K   unknowns  1 43, , ,Kz z 
 
where kz ))43(,1(  Kk

 
stands 

for the coefficient of relative strengthening of importance of the -thk

))43(,1(  Kk
 

parameter / index. That system was also solved through the 

Tikhonov regularization method, where again, instead of the classical Tikhonov 

equation, we solve the modified one (17) with the parameter of regularization 

found according to the formulas (29), (30). As a result of application of that 

method, we find the values of the sought-for variables  1 43, , Kz z   

withanaccuracyof 910 .   The application of the Tikhonov regularization 

method guarantees the stability of the found solution with respect to small errors 

in the source data. 

The main results obtained by the computer implementation of the foregoing 

three stages of solving the investigated problem are presented below (see the 

Tab. 5-8). For computer realization of all three stages, a special user program was 

developed in the MathCAD environment (MathCAD 14, version 14.0.0.163). The 

developed program (in which there are more than 2000 code lines) uses, basically, 

only those built-in program modules of MathCAD 14, which relate to the 

arithmetic operations on vectors and matrices. All program modules, which 

implement: 

 all three steps of the prestarting procedure (see the subsection 2.1) using 

the Standardization approach 1; 

 the iterative process (12) for solving the 43K   systems of interrelated 

equations (1), (2); 

 the Tikhonov regularization method (i.e. the equation (17) with the choice 

of the regularization parameter according to the formulas (29), (30)) for 

solving the 1 44K    systems (3) and (4), 

were developed by the authors from scratch. 

Unprocessed source data, i.e. the elements of the matrix sourceP  of the size 

  43 112,K I J     were prepared in MS Excel 2010 in the form of the Tab. 3. The 
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importating of these data into the developed program module, which implements 

the preparatory procedure, was carried out only once using the MathCAD's 

dialogue component"Excel Setup Wizard". 
 

Table 5. The economic-financial attractiveness / potential (overall assessment on all 43 

parameters) of the Central and Eastern Europe countries from the standpoint of opportunity to 

establish exports of banking and other luxurious services to these countries 

 

Country 
Results 

Rating Economic-financial attractiveness / potential 

Albania 16 1.014 

Bosnia and Herzegovina 13 2.542 

Bulgaria 10 3.954 

Croatia 8 6.106 

Czech Republic 2 8.140 

Estonia 7 6.139 

Hungary 3 7.781 

Latvia 11 3.707 

Lithuania 9 5.174 

Macedonia 15 1.341 

Montenegro 14 2.004 

Poland 1 9.817 

Romania 6 6.888 

Serbia 12 3.511 

Slovakia 5 7.206 

Slovenia 4 7.698 

 
Table 6. The "degree of favourability" of year (overall assessment on all 43 parameters 

 

Ordered 

rating 
Year 

Degree of favourability 

(in logarithmic scale) 

1 2016 3.999 

2 2015 3.898 

3 2012 3.679 

4 2013 3.453 

5 2014 3.099 

6 2011 2.361 

7 2010 1.330 

 
Table 7. The Weighting coefficient of parameters (overall assessment on all 7years) 

 

Parameter 

Weighting coefficient 

Parameter 

Weighting coefficient 

N
o

n
n

o
rm

a
li

ze
d

 

N
n

o
rm

a
li

ze
d

 

N
o

n
n

o
rm

a
li

ze
d

 

N
n

o
rm

a
li

ze
d

 

P1 0.74224 0.69109 P23 0.00111 0.15760 

P2 0.65094 0.62235 P24 0.00200 0.15799 

P3 1.46704 0.96202 P25 0.00200 0.15799 
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P4 0.48959 0.48983 P26 0.81312 0.73934 

P5 0.49260 0.49234 P27 0.00008 0.15714 

P6 0.77575 0.71451 P28 0.43011 0.44032 

P7 0.74983 0.69649 P29 0.57075 0.55750 

P8 0.42880 0.43924 P30 0.50998 0.50689 

P9 0.39499 0.41158 P31 0.47132 0.47455 

P10 0.08170 0.19681 P32 0.51227 0.50881 

P11 0.08022 0.19602 P33 0.66215 0.63113 

P12 0.51518 0.51124 P34 0.64066 0.61422 

P13 0.56396 0.55189 P35 0.58821 0.57187 

P14 1.03425 0.85605 P36 0.43984 0.44837 

P15 1.16053 0.90076 P37 0.26002 0.30803 

P16 0.65963 0.62916 P38 0.17903 0.25341 

P17 0.61162 0.59094 P39 0.43681 0.44586 

P18 0.53800 0.53031 P40 0.51725 0.51297 

P19 0.51067 0.50747 P41 0.52673 0.52090 

P20 0.43907 0.44773 P42 0.45977 0.46492 

P21 0.65537 0.62583 P43 0.44394 0.45176 

P22 0.06600 0.18863 Normalization formula: 

)43(,1

,standard

,
1

1
standard

normalized
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m  is the mean value,   is the standard deviation. 

 
 

 

Table 8. The "coefficient of relative strengthening" of the impotance of parameter 

 

Parameter 

Coefficient of relative 

strengthening 

Parameter 

Coefficient of relative 

strengthening 
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rm

a
li

ze
d

 

N
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ze
d

 

N
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n
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o
rm

a
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N
n

o
rm

a
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P1 1.24032 0.28563 P23 0.91771 0.21243 

P2 1.53311 0.36368 P24 0.93426 0.21582 

P3 3.41900 0.85092 P25 0.96002 0.22119 

P4 2.40110 0.62240 P26 2.15182 0.54849 

P5 1.51404 0.35831 P27 0.96526 0.22229 

P6 2.70321 0.70441 P28 3.27414 0.82707 

P7 2.70141 0.70395 P29 1.47590 0.34769 

P8 1.32160 0.30630 P30 2.31760 0.59818 

P9 1.25610 0.28958 P31 2.32417 0.60008 

P10 1.00241 0.23023 P32 1.11916 0.25643 

P11 2.08112 0.52729 P33 1.95115 0.48767 
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P12 2.25651 0.58013 P34 2.97355 0.76821 

P13 1.77033 0.43291 P35 1.22470 0.28176 

P14 1.91570 0.47688 P36 3.00462 0.77490 

P15 3.07551 0.78963 P37 1.78453 0.43717 

P16 0.62132 0.15815 P38 2.12145 0.53953 

P17 2.91450 0.75514 P39 2.10151 0.53349 

P18 1.17562 0.26980 P40 3.09580 0.79371 

P19 3.15480 0.80525 P41 2.97547 0.76862 

P20 2.93580 0.75992 P42 2.94291 0.76129 

P21 0.36437 0.12072 P43 1.84461 0.45529 

P22 1.82071 0.44807 Normalization formula: 

)43(,1

,standard

,
1

1
standard

normalized
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m  is the mean value,   is the standard deviation. 

 
 

 

5.  Conclusion 

 

In the current paper, we study evaluation of the economic-financial 

attractiveness / potential of the 16 Central and Eastern European countries by 

values of the 43 key social political indicators, macroeconomic figures, and factors 

of business environment over the period of 2010-2016. 

We develop the mathematical model, which consists of three parts: the first 

one consists of 43 undefined systems of algebraic equations; the second one 

consists of 43 undefined systems of algebraic equations, whose input data are the 

output data from the first part; the third part consists of one redefined system of 

algrbraic equations, whose input data also are the output data from the first part of 

the model. We prove existence and uniqueness of solvability of the suggested 

mathematical model and expose that such solution cannot be found by direct 

methods.  

In the paper, there is an iterative process being suggested; with the help of 

which we are solving the first part of the mathematical model. We expose the 

unconditional convergence of the suggested iterative process. Based on the 

Tikhonov regularization method, we develop and argue in favour of the modified 

regularization algorithm for solving operator equation of the first kind (not only 

with the finite operator), so, with the help of that algorithm, we solve the other two 

parts of the suggested mathematical model.  

Moreover, in the current paper, we conduct the calculational experiment, 

which realised the developed model and methods. From the multiple obtained 

results of the conducted calculational experiment, in this work, mostly only the 

averaged (by years and parameters) results are included: economic-financial 

attractiveness of each country by the aggregate of all the parameters;.degree of 

favourability of each year by the aggregate of all the parameters; weighting 

coefficients of each parameter by the aggregate of all the years; coefficient of 

relative enforcement of importance of each parameter. Such importance non-
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averaged results as weighting coefficients of each parameter by each year; 

economic-financial attractiveness of each country by each of the parameters; 

degree of favourability of each year by each parameter; degree of succession of 

each year by each parameter; etc. are not included in the present paper. 

The averaged results of the calculational experiment presented below let 

detect some interesting circumstances:  

 by the economic-financial attractiveness (from the standpoint of experts of 

banking and other luxourious services), Estonia with its only 1.3M 

population is scoring better than Croatia (4M people) and is near Romania 

(almost 20M inhabitants); 

 despite some loud statements by politcians of various level, Bulgaria 

appears to be more attractive country for exports of banking and other 

luxourious services than Latvia, and the reason of that also cannot be tied 

to the fact that the population of Latvia is notably smaller (Latvian 

population exceeds the Estonian one by 0.6M people);  

 by the economic-financial attractiveness, Slovenia with its 2M population 

is in front of Lithuania, whose population is 3M;  

 by the economic-financial attractiveness, small countries like Slovenia and 

Slovakia with their summed population of 7.5M are behind Poland (38M), 

Czech Republic (over 9M), and Hungary (about 9M) only, chasing by 

small margin, etc.; 

 from the standpoint of the economic-financial attractiveness, 2012 was a 

better year than 2010, 2011 and even 2013, 2014;  

 from the standpoint of the economic-financial attractiveness, last 2 years 

(in relation to the ongoing 2017)  were the best over the last 7 years’ 

period, etc.  

Finally, one wishes to note that the ideas and approaches suggested in this 

paper can be dessiminated also in other domains of human knowledge, where it is 

necessary to execute monitoring of objects, process, or phenomenon, and, on the 

basis of obtained data, make some scientifically substantiated conclusions, 

decisions, diagnoses, forecasts, etc. 
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