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Abstract. In this article, fractional Korteweg-de Vries equation (fKdVe) is considered in a fractal domain. The
fractional complex transform and He’s fractional derivative are applied for converting the mentioned fractional
equation into an ordinary differential equation. The Daftardar-Jafari iteration approach is investigated to analyse
the suggested model. The convergence, stability and error analysis are discussed. Meanwhile, the thrust of the
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1 Introduction

The fKdVe is derived from the propagation of dispersive shallow water waves. This applicable
equation is used in continuum mechanics, fluid dynamics, solitons turbulence, aerodynamics,
mass transport and boundary layer behavior. For more details see Jafari et al. (2008) and
references therein.

In this paper, the following fKdVe is considered (Jafari et al., 2008)

« lo' 3o

0

where a, b # 0 are arbitrary constants coefficients and not equal to zero, n(z,t) is a field variable,
and t € T'(= [0, to](to > 0)) is the time. Furthermore, gt% is He’s fractional derivative defined in
the following form (He, 2014; Hi & Sun, 2019; Liu et al., 2014; Li & He, 2020; Wang & Wang,
2019; Wang & He, 2019)

@77(

T = g [ =0 ) — (ol 2)

to

Here with the same initial condition, 79 is the solution of its continuous partner of the equa-
tion. For more details regarding the properties of fractional calculus and their applications,
the reader is advised to consult the results of the research works presented in Benson et al.
(2013); Gorenflo et al. (2001); Hilfert (2000); Lundstrom et al. (2008); Meerschaert et al. (1999);
Metzler & Klafter (1997); Rossikhin & Shitikova (1997); Roop (20063); Sabatelli et al. (2002);
Schumer et al. (2001, 2003).
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1.1 Fractional complex transform
In the follow up we consider the following general differential equation of fractional order

f(n777?777£777t2a7n32557):O7O<a§170<5§1 (3)

To illustrate the fractional complex scheme Su et al. (2013), assume know that

c1t® coxP

= — d [ —
T , an S F(l{—/@)’

I'l+a) )

where c1, co are arbitrary unknown constants. Using the essential properties of fractional calulus
we have

— =L, and =42 =g 5
clT,an CQT ()

accordingly, the fractional differential equations can be converted into ordinary differential equa-
tions.

1.2 The Daftardar-Jafari method
Consider the following equation
n(i)_N(n(f)) :f(i% T = (x17x27'” 7$n)7 (6)

where f is an arbitrary known function and N is a nonlinear operator. The solution of Eq. (6)
has the following series form Daftardar-Gejji & Jafari (2006)

n@) =Y n(@). (7)
i=0
The operator N can be written as follows
00 00 A i—1
NQ m)=Nmo)+Y_ ANQ_ m) = NOQ_m) ¢ (8)
i=0 i=1 §=0 §j=0
According to Egs. (6) and (7), Eq. (8) can be written as
00 00 A i—1
Domi=f+Nmo)+Y N m) = NO my) - 9)
i=0 i=1 §=0 j=0
In the follow up, one will set
o = f)
m = N(m), (10)
M1 = Nmo+m+-+nm) = Nmo+m+-+nm-1), m=1,2,3,--
Consequentely
(771+772++77m+1) :N(n0+771++77m)7 m = 172737"' P (11)

and

Yom=NOQ _ m) =1 (12)
1=0 1=0
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The g-term approximate solution of Eq. (6) can be given as follows
n=mno+m+-+ng1. (13)
If N is a contraction, i.e, [N(x) — N(y)|| < q|lz —y|[,0 < ¢ <1, then

(14)
In other words, in view of the Banach fixed point theorem Cherruault (1988) the series Y n;
i=0
absolutely and uniformly converges to a solution of Eq. (6).
2 Implementation and applications
Assume know that
- LA and ¢ — 7 (15)
" T(1+a) T TrA+8)
Eq. (1) can be converted into a differential equation, as follows
0 0 ok
3.6 )+ an’ (s, m) 5 n(s, 7) +bg gn(s,7) = 0. (16)

The zero order solitary wave solution can be taken as the initial value of the state variable, as

follows N

p (2
2vb T(a+1)

and 7o is an arbitrary constant. Using the Daftardar-Jafari method,

no(,t) = n(,0) = ksechr ( +10)), (17)

where k = (X)) 7

the following results can be obtained

n(g ™) = mol&7) + Ir (—anP (s, 1) &nls, 7) — bsm(s, 7))
N() = Ir (—an? (s, 7) genls, ) = bsm(s, 7))

where I is an integral operator. According to Eq. (10), the iteration solution of Eq. (16) can
be written as follows

(18)

(€ 7) = ksech? (75 (€ + m)), )
m(&,7) = hsech? (52 (€ + o)) L tanh(22(€ + o)),

and

m2(€,7) = t [ A5 sech? (225 (€ + o)) tanh( ;27 (€ + o))
+§sech (M(5+770))tanh3(%( €+m0)) — LLsech? 2 (22(€ + 1))

g

Msechp (525 (€ + o)) tanh (525 (€ +10)) — kSGChQ/p(ﬁg(ﬁ+W0))ﬁtanh(ﬁg(f+%))
— 5 sech? +2(2\/(§+Uo))tanh(%(f+ﬂo)) hsech® P (52 (€ +10)) 5 tanh (525 (€ + o)) |

NN

G
akPT1
2 |27 sochF (G (€ ) (§ - ek (G2 €+ m)))
— SR SeCh;“(zL\ﬁ(f +10)) + Lp(wg) sech? (2\[(5 + 770))
tanh2<2%<s+n0>>+%sech%gsg(u ) — Kotk Lo (& -+ o) tanh* (522 (€ + 10))

2
+ M2 soch s T2 (527 (& + o) tanh® (525 L) +ApE) <"+2)sechp (%Qg(iJrno))tanhQ(ﬁg(ﬁJrno))}

0)
=(§
—t3 [% sech%Jr?(QL\}g(f + 1)) tanh(%\}g(g +m0)) (p— p+2) tanhQ(ﬁ@ + 770))} .

sech? (

(20)
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Hence, we can write the 3th-order approximate solution (¢3) of Eq. (16) as the follows

V3 =no(x,t) + m1(x,t) + n2(x,t)
@ akPt1l 2 ¢
_ ksechz/p( (€+770)) + F((i+1) kT sech? +2(2:}(1‘(a+1) +7]0))tanh(2\f(l“(a+1) +10))
—|—}(hechp(2f(r(a+1) + o)) tanh’® (2f(r(a+1> ) = sech (5 (i + )
z\pfsechp (QI(F(QH) +U0))tanh(2f(r(a+1) +10))

k1 sech? o (o +no>>tanh<2f< oy + )]

2
@ akPt1! 3p+2 2
~(rekm )[4 s (e + ) (8 = 52 tanh L (i + )
+1 2
& SeChPJrQ(Q\[( (a+1) +10)) ( 3p+2tanh2(2f(F(a+1) +770)))

731@ (2H2) goch +2( NASycEsy; a+1) + 770)) + 73@(;);_2) sech’ (

tanh? (2 b(m+1 +no))+ ke sechs (52 L (rtery +0)

_ <p8+bz) sech» (2\[(%11) +m0))tanh” (522 (55 +m0))

k
_|_3ip87‘1’)‘2)sech +2<2Pf( ey + o)) tanh’( f<r<a+1 +10))
+WSech5 (2\/B(F(a+1) +10))tanh? (ﬁ( a+l) +110))

kp? 2 o
+%sechp+2(#(m + 1)) tanh? (QL\}E( T(at1) +770))}

« p+1
_(F<3+1>> B sech P25y (s + ) tanh(52 (s + m0)) (p = 252) tanh® (52 (g + o)) |
(21)
Here under, if m tends to infinity, then the iteration leads to the solitary wave solution of the

fKdVe

t2a

37 (i + )

2. p x® t*
n(x,t):ksechP(Q\/g(F(a+1) Tt D)

Theorem 1. Suppose that the Gejji-Jafari iteration method satisfies the conditions (20) and
(21). Furthermore, suppose that

+10))- (22)

3
F(u) = —anf (1) oo 1) — b, 1), (23)

18 a continuous function and satisfies a Lipschitz condition on its arguments. Then, our proposed
scheme to approzimate the solution of Eq. (1) is convergent.

Proof. As before, we define the recurrence relation
o = 77(957 t)7
0 03
m :IT( anp($ t) 770($ t) @770(‘%775))7 m = 172737"' (24)
Mm+1 = N(no +m +...+nm) —N(o+m + -+ Nm-1),
we can rewrite 7; in terms of the kernel K(x,t)
m= ITK(%t)??O(%t)- (25)

Assume now that
Ky = |[K(z,t)]lec <00, Kz =[no(,t)]lec < o0. (26)
Prove that ) ;2 n; is uniformly convergent.
(e, O] < fo 1K (2, Oymo (e, )| dt < K1 Ko,
_ 52
2, 8)] = [N (0, ) + m (@, £)) = N(no(w, )] < L fy (. )] dt < LK K2 oy,
: ' (27)

§Sm+1)

(m+ 1)

1] = [N (o + -+ 1) = N(1io + ..+ thn=1))| < L fi 111, £)]dt < LK1 K
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where [t| < 6. Hence Y ;2 n; is absolutely and 7(z,t) uniformly convergent and satisfies Eq.
(18).

0 0 3
au(x, t) + apP(z, t)a—xu(a:, t) + b@u(m, t) =0, (28)
where
n(x,0) — p(z,0)] <e. (29)
Hence
‘nO(x7t) - ,[L()( ) )‘ < &,
i (,8) = pa (e, 8)] < fy K (@) o, £) — po(a,£)] < €K1,
62
‘772(x>t) - MQ(th ‘ < Lfo |7’1 Qﬁ,t) - N1($7t)|dt < €LK15, (30)
7 (m+1)
M1 (2,8) = pmr1 (2, 8)] < L f (2, t) = pm (2, t)]dE < 5LK1W~
Hence
| Z ni(z,t) — 2; pile, )] e | 1+ Ko+ LE o+ 4 LKlm , (31)

and this completes the proof. It concludes from this theorem that small changes in initial
conditions cause only small changes of the obtained solution. O

Theorem 2. Under the assumptions of Theorem (1), the Eq. (18) has a solution which is
stable.

Proof. Consider the fKdVe in the form (18). Suppose that and be the solutions of Eq. (18) and
the following equation, respectively

0 0 93
v P il - = 2
atu(%t) +ap (w,t)axu(w,t) +b8x3u(fﬂ,t) 0, (32)
where
Hence
no(z,t) — po(z, )| < e,
I (z,t) — p1(z, )| < fo (z,t)Ino(z,t) — po(z, t)|dt < eKyd,
52
‘772(33775) - /’LQ(CL‘J; ‘ < Lfo |771 l‘,t - Ml(xvt)ldt < ELKI?, (34)
7 (m+1)
‘nm_'_l(m’t) — Mm-‘rl(x)t)‘ S Lfo |’I7m(x7t) — Mm(x,t)‘dt S €LK1m.
Hence
m+1 m+1 52 §(m~+1)
\ Z i@, t) — Z iz, )] S e | 1+ Kid+ LK oy + ...+ LKlm : (35)

and this completes the proof. It concludes from this theorem that small changes in initial
conditions cause only small changes of the obtained solution. O

Theorem 3. Under the assumptions of Theorem (1), the upper bound of error is
9(m+1)a
Fl+(m+1)a)’

m
em = |n(x,t) = Y mi(w,t)| < LK1 Ko
i=0
where |t] < 6.
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Proof. We prove this theorem by induction. For m = 1, we have
2 1 52
er =Y milx,t) =D milx,t)| < LK) Koy (37)

=0 i=0

Assume now that, (35) holds for m — 1, it immediately follows from (32) that

m~+1 m (m+1)
= (2, t) =S mia,t)| < LK Ky ——. 38
e =13 o) = 3o ] < KK (39)
But, from Theorem 1, n(z,t) = lim;, 41500 Z?:gl ni(x,t), and therefore
m §(m+1)
m = ) — i(x,t)] < LK1 Ko ——.
em = [1(x, 1) ;U(ﬂ? )| e T (39)
O

3 Discussion

In this study for different meaningful values of « = 0.7,0.8,0.9,1.0 b = 1,50 = 0,p = 3
and a = 10, the solitary wave solution of fKdVe is obtained. In Fig.1 (A1,A2,A3 and A4)
the approximate solutions are demonstrated where the solution 7 is still a single soliton wave
solution for different values of a and the balancing scenario between nonlinearity and dispersion
is still valid. Fig.2 (B1 and B2) present the change of amplitude and width of the soliton due
to the variation of the order a. The obtained outputs show that the different values of « are
uniform both the height and the width of the solitary wave solution. In other words, the order
of fractional derivative can be applied for modifying the shape of the solitary wave without
any change of the dispersion effects and non-linearity in the medium. In Fig.3 (C1 and C2) at
different time values, the behavior between the fractional order and amplitude of the soliton
is explained. Results demonstrated that at the same time, the increasing of fractional order
increases the amplitude of the solitary wave to some values of a.

Al a=1 A2,0=0.9
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A3,0=0.8 Ada=0.7

Figure 1: The approximate solutions of Eq. (1) for « = 1,0.9,0.8,0.7 are plotted in A1, A2, A3
and A4.

B1

Figure 2: The change of amplitude and width of the soliton due to the variation of the order
«a € [0,1](B1). Also, the change of amplitude and width of the soliton due to the variation of the
order o« =0.8,0.9,1 (B2).

Figure 3: The behavior between the fractional order and amplitude of the soliton of Eq. (1) when
a € [0,1] and ¢ € [0,10] (C1). The behavior between the fractional order and amplitude of the
soliton of Eq. (1) when a = 0.8,0.9,1 and z =1 (C2).

4 Conclusion

In this article, the Daftardar-Jafari method and fractional complex transform thoroughly
investigated for finding the approximate solution of the nonlinear fKdVe, where the fractional
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operator is defined based on He’s derivation. The obtained output proves that the proposed
scheme is an efficient, robust and simple toll to solve the nonlinear fractional differential equa-
tions in the fields of sciences and engineering. Also, we pointed out that the corresponding
analytical and numerical solutions were obtained on an Intel CORE i7 laptop by means of some
programming codes written in MATLAB software.
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